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In this study, we show a new gesture recognition method for clothing-based gesture input methods using active and passive
acoustic sensing. Our system consists of a piezoelectric speaker and a microphone. The speaker transmits ultrasonic swept
sine signals, and the microphone simultaneously records the ultrasonic signals that propagate through the garment and the
rubbing sounds generated by the gestures on the garment. Our method recognizes a variety of gestures, such as pinch, twist,
touch, and swipe, by incorporating active and passive acoustic sensing. An important feature of our method is that it does
not require a dedicated garment or embroidery embedded since our system only requires a pair of piezoelectric elements
to be attached to the usual garment with a magnet. We performed recognition experiments of 11 gestures on the forearm
with four types of garments made from different materials and recognition experiments of five one-handed gestures on the
button of a shirt and the pocket of pants. The results of a per-user classifier confirmed that the f-scores were 83.9% and 95.9%
for 11 gestures with four different types of garments and 5 gestures that were selected assuming actual use, respectively. In
addition, we confirmed that the system recognizes five gestures, which can be performed with one hand, with 89.2% and
92.6% accuracy in the button and pocket sites, respectively.
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1 INTRODUCTION

Wearable devices, such as hearables and smartglasses, have become more prevalent in daily life. However, these
devices have the problem of operating because the user is required to touch the device itself to operate it, which
limits operability. To address this problem, researchers have attempted to develop methods to extend these
devices’ operability by using hand and skin touch gestures. Such methods include those using electromyography
sensors [14] and those using a pair of piezoelectric speakers and microphones [30, 47]. These methods require
the users to directly attach the sensing devices to their skin. Hence, the user may feel uncomfortable because
the devices give the user a strong sense of mechanics and wear [21]. To address this issue, smart clothing has
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attracted attention as a future wearable sensing device; it has the potential to sense rich user information, such
as gestures, posture, and biometric data, in a manner that is integrated into our daily lives [10]. Since most users
in their daily lives wear clothing, the surface of the clothing could potentially be used as a touch interface, and if
so, uncomfortableness can be reduced compared with the device being attached to the skin directly.

In regard to the research of input methods for smart clothing, most of them use conductive fibers to recognize
gestures by detecting changes in resistance or capacitive values caused by the stretching and contact with the
fabric. However, the use of conductive fibers requires a dedicated garment or embroidery embedding in the usual
garment; hence, a lot of dedicated garments or embedding costs are necessary to always use the gesture input
function with smart clothing since clothing has many roles, such as assisting in body temperature regulation,
body protection, and self-expression, and thus different clothing is worn for different usage scenarios. Therefore,
a user should be able to add smart clothing functions to a garment that they wear daily.

In this paper, we show a new gesture recognition method that uses the surface of usual garments as an input
interface with active and passive acoustic sensing (Fig. 1). We focus on garment deformation and the rubbing
sound generated by the gestures on the garment. Specifically, our method uses a pair of piezoelectric elements:
one for transmitting ultrasonic signals and one for recording both ultrasonic signals that propagate through the
taut garment and the rubbing sound during gestures. With these elements, our system can sense the deformation
of the garment using an ultrasonic signal that propagates through it, and finger movements by the rubbing sound.
As a result, our method recognizes a variety of gestures, such as pinching, twisting, touching, and swiping, on a
garment that is difficult to propagate acoustic signals and has a changeable shape. Moreover, since our system
only requires a pair of piezoelectric elements to be attached to the garment, it can be used for gesture recognition
on usual garments and can be easily reconfigured the interface to other garments or sites by simply re-mounting
the device.

The main contribution of this paper is the investigation of the relationship between acoustic sensing and
garments (performance of each gesture, multiple garments/sites, effects of attaching/detaching the device, and
effects of noise) and a deeper understanding of our system. As a result, the feasibility of our system in the most
stable environment (under sitting conditions in the room), which is considered a possible usage scenario, was
fully demonstrated. However, the position of this paper is a basic investigation of the feasibility of our system, not
a study of its performance while walking or in many actual usage environments. In summary, the contributions
of this paper are:

e We show a new gesture recognition method that uses the surface of usual garments as an input interface
with active and passive acoustic sensing, which enables the user to input a variety of gestures on the
garment and reconfigure the interface to other garments or sites by simply re-mounting the device.

e We implement a prototype device and investigate the effect of the acoustic properties of garments on
gesture recognition through gesture experiments on the forearm using four different types of garments
with 12 participants.

e We show that the average f-score of the per-user classifier of 11 gestures for four types of garments was
83.9% and that of five gestures considering actual use was 95.9%, which reveals that the user can use our
system on multiple garments.

e We show that the average f-score of the per-user classifier of five gestures for the button site experiment
was 89.2% and that for the pocket site experiment was 92.6%, which reveals that the user can use our system
on multiple sites.
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Fig. 1. Assumed scenes of system use. a: Earphone control. b: Smart glasses control. c: Smart home appliance control.
d: User wearing the device. The user stretches the garment for the propagation of the ultrasonic signal during gestures.
The experiment was conducted in the most stable environment where the system is expected to be used (seated state) to
investigate our system’s basic performance comprehensively.

2 RELATED WORK

The goal of this study is to perform gesture recognition with a usual garment surface as an interface by acoustic
sensing. Our method intersects with previous studies in three main areas: smart clothing, garment-mounted
devices, and acoustic sensing.

2.1 Smart Clothing

Many studies on smart clothing range from basic research to realize an embedding method with high performance
in terms of implementation cost, durability, and sensing accuracy [1, 3, 9, 26, 29, 32, 34-36, 38, 39, 48] to research
for practical applications.

In the research on fiber embedding methods, RESi [36] and Project Jacquard [39] are novel sensing approaches
that enable a yarn-based resistive pressure sensing and capacitive touch capabilities, respectively. TexYZ [1]
is a method for the rapid and effortless manufacturing of textile mutual capacitive sensors using a commodity
embroidery machine. Wu et al. [48] proposed a dual-sided woven touch sensor that can recognize the interactions
on the top of the bottom surface of the sensor. They also evaluated the performance of gesture recognition by
embedding sensors in the cuff of a denim jacket.

Most research on practical applications focused on gesture recognition [13, 18, 37, 41, 45, 49], posture esti-
mation [7, 8, 24, 25, 27], and vital sign sensing [17, 19, 20, 40]. In regard to gesture recognition, there are two
mainstream methods: one is to use the surface of a garment as an interface to recognize touch gestures by
embedding conductive fibers, and the other is to use the Doppler effect to recognize touchless gestures by placing
conductive fibers to act as antennas. In the former study on touch gestures, SmartSleeve [37] is a sleeve-shaped
device with a grid of conductive parts that recognizes nine gestures, including twirl, twist, fold, push, and stretch,
with 89.5% accuracy. In the latter study on touchless gestures, Fabriccio [49] utilizes Doppler motion sensing with
embedded conductive fibers to recognize touchless gestures, such as rub, swipe, and thumb slide. The evaluation
results reported a 92.8% cross-validation accuracy and 85.2% leave-one-session-out accuracy with 11 touchless
gestures and one touch gesture. In regard to posture estimation, studies have been conducted to estimate a posture
by recognizing bends and twists in various parts of the body using conductive fibers embedded in clothing as
stretch sensors. Corinne et al. [27] proposed a garment prototype using strain sensors to recognize upper body
postures. Their evaluation showed that the recognition accuracy was 97.0% for 27 upper body postures when the
classification was adapted to the individual participant. Ruibo et al. [24] proposed a system that estimates elbow
joint angles by sensing the resistance change due to strain and pressure with off-the-shelf conductive fabrics and
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a micro-controller. The evaluation results reported that the median error was 9.69° across users with different
arm sizes under motions with various speeds and magnitudes. In regard to vital sign sensing, Phyjama [20] has
two types of textile-based sensors that obtain pressure changes in the textile due to cardiac and respiratory
rhythm and estimate heart rate and respiration rate with high accuracy. Li et al. [17] implemented a continuous
perspiration level monitoring system by sensing the amount of sweat absorption using conductive fibers covered
with cotton braids. In addition to the aforementioned research on the practical application of smart clothing, Wu
et al. [50] proposed a pocket-based textile sensor that detects user input and recognizes everyday objects that a
user carries in the pockets of pants.

These studies using conductive fibers require a dedicated garment or embroidery to be embedded into each
garment; hence, the user needs to prepare a dedicated garment and embroidery embeddings for each scenario. By
contrast, our system consists of a pair of piezoelectric devices that are easy to attach and detach; therefore, our
method can recognize gestures on usual garments, and the interface can be reconfigured to other clothing or
sites by simply re-mounting the device.

2.2 Garment-Mounted Device

Several studies have focused on devices that can be attached and detached from a garment for gesture recognition.
For example, Whack Gestures [15] is a casual eyes-free accelerometer-based device attached to a user’s pocket,
which can recognize a tap gesture. Zippro [22] is a zipper-shaped device with an infrared (IR) sensor, capacitive
sensor, and fingerprint sensor. The research explored the possibilities of interaction with ubiquitous zipper-
bearing objects, with a focus on opportunities for foreground and background interactions. SensorSnaps [6]
is a button-shaped device with a low-power wireless 9-axis inertial measurement unit (IMU) sensor that can
recognize tap, touch, and rotation gestures.

As with our study, the feature of these studies is that the device can be re-mounted from usual garments easily
and quickly. In contrast to these studies, we focused on a gesture recognition system that uses the surface of
usual garments as an interface to recognize a rich context of touch and motion gestures.

2.3 Acoustic Sensing

Acoustic sensing can be broadly classified into two types: active and passive. Research on gesture recognition
and the construction of touch interfaces using each type is summarized as follows:

2.3.1 Active Acoustic Sensing. Active acoustic sensing is a sensing technique that transmits acoustic signals
using speakers and captures the propagated or reflected signals using microphones. The system recognizes the
state of the target by analyzing the captured signals. Watanabe et al. [47] and Kubo et al. [23] proposed a gesture
recognition method using the propagation of an ultrasonic signal through a body. The Sound of Touch [30]
recognizes on-body touch and hand gestures using transdermal ultrasound propagation. Takemura et al. [44]
proposed a wearable sensor system that estimates the angle of an elbow and the position of a tapping finger
using bone-conducted sound. These studies focus on the recognition of movement and shape of a human body
by applying sound to it. In addition, several studies focus on using existing objects as touch interfaces and
recognition sensors [5, 33, 43]. For example, Touch & Activate [33] is an acoustic touch sensing technique that
recognizes a rich context of touches, including grasp on existing objects. SenseSurface [16] is a sensing system
that can recognize an object and its position on an acrylic flat plate.

2.3.2 Passive Acoustic Sensing. Passive acoustic sensing recognizes a user’s input and context by capturing and
analyzing the sounds generated by a user’s actions. The Sound of One Hand [2] recognizes fingertip gestures,
such as tapping, rubbing, and flicking, by analyzing bone-conducted sounds. Stane [31] is a hand-held interaction
device that can classify the sound generated by actions, such as scratching and rubbing. Scratch Input [11] is
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Fig. 3. Gesture recognition flow for our method.

an acoustic-based input technique using the unique sounds generated by scratching the surface of textured
material. Skinput [12] estimates the tapped position on the skin by the sound propagated through the body using
a microphone array. BackPat [42] identifies which finger is tapping on the back of a smartphone by analyzing the
sounds generated by it. Toffee [51] recognizes the tap position around a device using acoustic time differences of
arrival correlation. Mingshi et al. [4] proposed an input method that can recognize gestures and handwriting
by analyzing the sound generated by sliding fingers on a table. EarBuddy [52] recognizes gestures on a surface
around the ear, which was implemented in a commercial-off-the-shelf earbud.

Our method recognizes the context of touches on an object like Touch & Activate [33] and surface gestures
like EarBuddy [52]. In contrast, we focused on garments as a gesture interface. Note that, clothing is difficult
for acoustic signals to propagate and its shape is not as stable as the target used in previous studies [33, 52].
To address this problem, we used active and passive acoustic sensing simultaneously to recognize a variety of
gestures, even for objects such as garments that are difficult to propagate ultrasonic signals.

3 OUR GESTURE RECOGNITION METHOD

In our gesture recognition method, users attach a pair of piezoelectric elements to their clothing. One is used
to transmit ultrasonic swept sine signals through the garment, and the other is used as a microphone to record
acoustic signals from the garment. Generally, when the garment is deformed (e.g., when the user touches the
garment with a finger), ultrasonic signals obtained at the microphone change due to the cloth’s deformation and
absorption of the signals into the human body. When the garment is rubbed (e.g., when the user passes a finger
across the garment), a rubbing sound is generated by friction (Fig. 2). Furthermore, both the ultrasonic signals
and rubbing sound obtained during the gesture differ for each gesture due to the deformation of the garment,
trajectory of the movement, and time that a gesture takes to finish. Hence, the frequency response changes for
each gesture. With this phenomenon, our system recognizes a variety of gestures on a garment using active and
passive acoustic sensing. Specifically, our system detects the occurrence of a gesture on the garment and then
extracts features from the sounds of the gesture to be classified with machine learning. Fig. 3 shows the gesture
recognition flow of our method. In this study, we use ultrasonic swept sine signals for active acoustic sensing as
they are beyond the range of human hearing.
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3.1 Active and Passive Acoustic Sensing on the Cloth

Because we could not find any studies that used acoustic signals to recognize gestures on garments, we conducted
preliminary investigations to examine whether ultrasonic signals propagating through clothing and a rubbing
sound can be used for gesture recognition on the garment. To test the possibility of gesture recognition using
active acoustic sensing, we observed the changes in the frequency response when tension and deformation were
applied to the cloth because such changes due to tension and deformation are expected to occur during gestures.
Fig. 4 shows the measurement environment. The cloth of the off-the-shelf jeans (100% cotton, non-conductive
fibers, thickness: 0.50 mm) was cut into a rectangular shape and sewn so that tension weights could be placed on
it. We transmitted a swept sine signal that shifted from 18 to 48 kHz over approximately 170 ms into the cloth.
The sampling rate was 96 kHz, and 16-bit quantization was applied. The piezoelectric elements were a Thrive
OMR20F10-BP-310 for the speaker and a Murata 7BB-20-6L0 for the microphone; they were placed 10.0 cm apart
on the cloth. We used a Roland OCTA-CAPTURE audio interface to convert signals from analog to digital and
digital to analog and a Lenovo ThinkPad X270 to analyze the data.

We observed the frequency spectrum in the following two tests: tension and deformation. In the tension test,
we placed a 50 g deformation weight at the midpoint between the two piezoelectric elements and varied the
tension weights to 100 g, 150 g, 200 g, 250 g, and 300 g. In the deformation test, we applied a 100 g tension weight
and moved a 50 g deformation weight to the microphone side, the midpoint, and the speaker side. Fig. 5 shows the
changes in the frequency response in the tension and deformation tests, respectively. As shown in these figures,
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Fig. 6. Spectrograms during gestures on garment around the inside of forearm. a: Twisting. b: Drawing a circle.

changes in tension or deformation cause differences in the frequency response on a usual garment. Therefore,
different gestures could generate different frequency responses since each gesture causes different changes in
tension and deformation in the garment, suggesting that active acoustic sensing could be used to recognize
gestures on such a garment.

Although active acoustic sensing is effective for recognizing a stationary state, such as the way of touch, by
continuously analyzing the frequency response, it is ineffective at recognizing a non-stationary state, such as the
trajectory trace of a swiping gesture [47]. In addition, we consider that passive acoustic sensing is effective at
recognizing a non-stationary state because such gestures generate a loud sound at the interface between the
object and skin. To test the possibility of gesture recognition using passive acoustic sensing, we investigated
the changes in a frequency spectrogram to determine whether a rubbing sound is different depending on the
gesture. Specifically, we attached a piezoelectric element on the off-the-shelf shirt (100% cotton, non-conductive
fibers, thickness: 0.33 mm) around the inside of a person’s forearm. Then, we recorded the sound when the same
person performed different gestures around the piezoelectric element. The sampling rate was 96 kHz, and a 16-bit
quantization was applied. The piezoelectric element was a Murata 7BB-20-6L0 for the microphone. Fig. 6 shows
the actual frequency spectrogram when the person performed a twist gesture and drew a circle, respectively. As
shown in these figures, the frequency spectrum’s distribution, duration, and temporal variations were different
for each gesture. This result suggests that passive acoustic sensing could be used to recognize such gestures.

3.2 Gesture Part Extraction

Before recognizing a gesture, the system needs to detect the occurrence of gestures. In this study, we detect
gesture occurrences using a threshold based on a spectral moving average. By observing the spectrograms of
several gestures, we found that the sound caused by the gestures was loud in the audible range at the time of
contact between the garment and skin, and the spectral power remained high until the end of the gesture. Thus,
we use two moving averages: short-term and long-term moving averages. We first use the short-term moving
average to detect the moment of skin/garment contact and then use the long-term moving average to determine
whether the gesture was performed. The moving average MA(k) of the spectrogram is expressed in the following
equation:

1 k

MA(k) = — Si.

" i=l;+l
Here, k is the k-th index of the spectrogram, n is the number of total periods, and s; is the overall value of the
i-th spectral power. We estimate the gesture occurrence using MA(k) with two different values: n; and n; for
the short-term and long-term moving averages, respectively. Let k be the start time of the gesture when the
two moving average values obtained in these two total periods exceed the threshold set for each. The audio
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data before and after the start time of the gesture is extracted at a fixed length and used as the audio data of the
gesture for machine learning.

3.3 Feature Extraction and Classification

Feature extraction was applied to the audio data of the gesture to increase machine learning efficiency. In this
study, we used features that are commonly used in sound recognition since each gesture has a different completion
time and spectral features, as shown in Fig. 6. Specifically, we extracted spectral features and waveform features
from the audio data. For the spectral features, we used the linear frequency cepstral coefficients (LFCCs) [53]. In
contrast to the Mel-frequency cepstral coefficients (MFCCs), which are used for audio and speech recognition,
LFCCs use a linear filter bank to reduce the dimensions of the audio signal. We consider LFCCs to be suitable
features because MFCCs do not equally extract features from the target range, considering the characteristics of
human hearing. In addition to LFCCs, we used spectral features that are commonly used in sound recognition,
i.e., centroid, subband peak, flux, roll-off, flatness, and bandwidth. For the waveform features, we extracted four
types of features: zero-crossing rate, root mean square, variance, and attack time, which are commonly used in
sound recognition. Except for the LFCCs, these features were extracted without change because they were not
filtered to match the characteristics of human hearing.

In the classification, we used a support vector machine (SVM) as a classification algorithm. Although other
classification algorithms, such as decision tree algorithms or ensemble learning algorithms, can be considered,
we selected an SVM because the recognition result was the best. The data used for training is automatically
extracted by the algorithm described in the aforementioned section; hence, the amount of data for each label is
unbalanced. To make the amount of data for each label equivalent, we oversampled the other label data to match
the amount of label data that was extracted the most.

4 IMPLEMENTATION

Our implementation comprises hardware, which transmits ultrasonic signals and records the sound around the
garment, and software, which detects the gesture occurrence and predicts the gesture from the audio data.

4.1 Hardware

The hardware of our system consists of a pair of piezoelectric devices. The piezoelectric element on the speaker
side converts electrical energy into vibrations via the inverse piezoelectric effect, generating sound. In contrast,
the piezoelectric element on the microphone side converts sounds into electrical energy with the opposite effect.
For efficient audio transmitting and recording, it is important that the piezoelectric elements are in close contact
with the boundary surface. Hence, we adopted a method of pinching from both sides with magnets, which enables
the devices to be re-mounted easily and to adhere to the garment. Fig. 7a shows the implemented device, and
Fig. 7b shows the device and attaching structure. The top of the device was covered with glue so that the signal
strength propagating through the garment was sufficiently larger than that propagating through the air. We
observed the spectrograms in real-time and did not find Doppler shifts during gestures in the air. For signals
propagating through the human body, the part that touches the skin is the magnet at the bottom, and the magnet
and cloth are sandwiched between the piezoelectric element and the skin. Therefore, the signal propagating
through the human body is extremely small. We confirmed that there was no change in the spectrogram, although
we moved our fingertips and contracted the muscles on the inner side of the forearm while wearing the device.
Fig. 8 shows the configuration of the hardware used in this study. The piezoelectric elements were a Thrive
OMR20F10-BP-310 on the speaker side and a Murata 7BB-20-6L0 on the microphone side. We used a Roland
OCTA-CAPTURE audio interface to convert signals from analog to digital and digital to analog and a Mouse
Computer DAIV 4N to analyze the data.
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4.2 Software

The sampling rate for transmitting/recording sound signals was 96 kHz, and a 16-bit quantization was applied.
For the active acoustic sensing, we used a swept sine signal that shifted from 18 to 48 kHz over approximately
85 ms (8,192 samples). For the frequency range, we used the maximum usable range considering inaudible for
humans (18 kHz or higher) and the Nyquist frequency (48 kHz). For the signal transition time, we conducted
preliminarily gesture recognition experiments with two patterns of transition time: 8,192 and 16,384 samples.
However, there was no difference in accuracy; hence, we selected 8,192 samples to reduce the window size for an
FFT. The speaker transmits the signal repeatedly, and the microphone records the response.

Fig. 9 shows the software flow of our system. For gesture detection and the extraction of the gesture part,
we set ns to 2 and n; to 8. We extracted 196,608 samples (approximately 2, 048ms) for the gesture part; it begins
32,768 samples (approximately 341ms) before the start of the gesture. We use only audio data extracted using a
threshold.

For feature extraction, we filtered the audio data with a 32,768-point Hamming window that includes at least
three cycles of the swept sine signal. The window was shifted with 8,192 samples to extract the time variation of
the features. Therefore, we acquired 24 frames ((196, 608 — 32, 768) /8,192 + 1 = 24) of sound arrays (24 X 32, 768)
from the audio data of the gesture part. We extracted the features described in Section 3.3 from each frame;
however, the attack time was extracted from the audio data of the gesture part. For the number of filter banks,
we conducted preliminarily gesture recognition experiments with two patterns of filter banks: 20 and 60 banks.
However, there was no difference in accuracy; hence, we selected 20 banks to reduce the number of dimensions
of features. We removed the first LFCC, which is the DC component. The total number of feature dimensions
obtained from the audio data of the gesture was 673.

We used a swept sine signal that shifts from 18 to 48 kHz; hence, we categorized the audio data into three
frequency bandwidth patterns: ultrasonic range (18—-48 kHz), audible range (0-18 kHz), and all range (0-48 kHz).
From these frequency bandwidth patterns, we selected audible range and all range for extracting features because
the recognition accuracy for the features generated by these two bandwidths had higher accuracy and was the
most robust to noise. The derivation of the selected frequency pattern is described in detail in Section 5.3. The
total number of dimensions of the features used for machine learning was 1,346 (673 X 2). We implemented the
software for the measurements and data analysis using Python 3.7.

5 EVALUATION

First, we explain the experimental setup, including the selection of gestures and data collection procedures. Next,
we present the evaluation of gesture extraction and the preliminary experiments for selecting frequency patterns
that are important in the recognition algorithm. Subsequently, we present forearm experiments to evaluate
differences in garments, the relationship between the amount of data and the recognition accuracy, and the
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reusability of a classification model. Finally, we present experiments in the button and pocket parts to investigate
gesture recognition performance for other sites.

5.1 Experimental Setup

5.1.1 Gestures. In this study, we conducted a gesture experiment using the area around the forearm as the basic
input area because it is the most studied position in related works [37, 41, 45] (Fig. 10). To design the gestures
used in our system, it is necessary to consider the following three conditions caused by the recognition algorithm
and device configuration of our system:

o Deformation of the garment between the speaker and microphone: Gestures must cause the garment to deform
between the speaker and microphone to change the propagation of the ultrasonic signal.

o Asymmetrical gestures with respect to the speaker and microphone: The movements of a gesture must be
asymmetric with respect to the line connecting the speaker and microphone with other gestures. This is
because two symmetric gestures, such as the upward/downward swipe where the finger crosses the line
perpendicularly, could generate audio data similar to each other.

o Gestures without touching the device: The distance between the devices is set to 7.0 cm for the forearm
experiment, which is described in Section 5.1.2. Gestures between the speaker and microphone must be
performed by the fingertip because hand gestures have a high possibility of touching the element at this
device’s distance.

We selected six gestures (twist, touch, swipe (right/left), and pinch in/out) that met the aforementioned conditions
from the related study that investigates the performance of gestures on garments [37]. In addition, we added five
gestures (pick up, rotation, grasp, and circle (clockwise/anticlockwise)) that met the aforementioned conditions.
As aresult, we selected 11 gestures in total. A user pulls their sleeve to propagate the swept sine signal when
performing a gesture. In addition, a user performs the gesture between the microphone and speaker, except for
the rotation and grasp gestures. For the rotation gesture, the rotation angle was fixed at 90 degrees. For the grasp
gesture, the position to grasp is on the backside where the device is located.

5.1.2  Data Collection. Table 1 shows the garments that were used in the forearm experiment. A garment consists
of various parameters, such as fiber material, fabric thickness, weave, surface treatment, and fiber thickness.
To investigate the effect of these differences on gesture recognition accuracy, we need to prepare the garments
that differ only in one parameter. However, it would have been difficult to prepare such garments, and the
combinations of the experiments would have become large. Therefore, we investigated the difference in gesture
recognition accuracy following the type of garment (shirt, fleece, and jacket) in this experiment. We selected
these garments because they are the outermost part of one’s clothing. We collected the data for 12 participants
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Fig. 10. Gestures around the forearm used in this study.

Table 1. Garments used in this study and their characteristics.

=

Appearance
Type of garments shirt shirt fleece jacket
Label shirt A shirt B fleece Jjacket
. 67% polyester,
Material 100% cotton 33% cotton 100% polyester 100% polyester
Conductivity No No No No
Thickness [mm] 0.33 0.17 0.99 0.27
Texture

wearing each garment. Six participants experimented on all garments. All participants were 20 to 26 years-old
and were right-handed.

The experiments were conducted in our laboratory. Participants were asked to sit on a chair since recognition
performance in a seated position represents the typical performance of our method under practical use because
the users use seats in many cases, such as at home, in an office, and on the train. In the preliminary investigation,
we observed that conversations at other desks and the sound of air conditioning did not affect the recording at
the desk where the experiment was conducted. Therefore, we did not ask the other students to be quiet or to turn
off any devices that generate sound, such as air conditioners. We explained the gestures and the procedure of the
experiment to the participants and asked them to wear a short-sleeved top and appropriately sized garments
from S to LL. Then, we attached the devices to the garment. As shown in Fig. 1d, the device was attached to the
forearm of the left hand to perform gestures with the right hand. The speaker was the piezoelectric element on
the elbow side, and the microphone was on the wrist side. If the distance between the devices was too short,
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Table 2. Extraction accuracy of each gesture [%].

Gesture shirt A shirt B fleece  jacket Average
Pick Up 97.8 93.3 98.3 98.3 97.1
Twist 98.3 98.3 100.0 95.8 97.9
Rotation 95.0 94.2 91.7 95.0 94.0
Touch 97.2 95.8 79.2 93.3 91.5
Grasp 91.7 93.3 90.8 85.0 90.2
Swipe (Right) 98.3 96.7 95.0 98.3 97.1
Swipe (Left) 97.2 95.8 100.0 97.5 97.5
Pinch In 98.3 94.2 99.2 99.2 97.7
Pinch Out 98.9 95.8 98.3 97.5 97.5

Circle (Clockwise) 99.4 92.5 95.8 95.8 95.2
Circle (Anticlockwise) 97.8 95.0 98.3 97.5 96.9

Average 97.3 95.0 94.9 95.8 95.7

there was a high possibility that a finger could touch the devices during a gesture, which could cause false
recognition from the sound generated from the collision. However, if the devices are too far away from each other,
the ultrasonic signal is attenuated, and the frequency information is absent, which may decrease recognition
accuracy. We determined the device distance to be approximately 7.0 cm considering a trade-off between the
comfort of performing gestures and the signal attenuation. Then, we randomly showed the name and illustration
of a gesture on a screen and asked the participant to pull his or her sleeve. When we observed that the participant
was ready to perform the gesture, we transmitted the swept sine signal continuously, started recording, and then
asked the participant to perform the gesture. We recorded the data for all gestures without removing the device
and defined these recordings as one round. We asked the participant to take the device off and put it back in place
between each round. In total, we acquired the audio data for 165 gestures from each participant (11 gestures X 15
rounds) in each experiment.

5.2 Gesture Extraction Accuracy

We acquired 7,920 audio data samples (12 participants X four garments X 11 gestures X 15 rounds) with the forearm
experiment and automatically extracted the gestures using a threshold based on a spectral moving average. We
calculated the percentage of automatically extracted data for each gesture. Table 2 shows the extraction accuracy
of each garment in this study. As shown in this table, there are several gestures in which the extraction accuracy
is low, such as touch and grasp. By observing the spectrogram, we concluded that the low accuracy for the touch
gesture extraction was due to the short gesture time, while that for the grasp gesture extraction was due to the
place where the user’s fingers touched the garment being too far from the microphone. If a gesture was not
extracted, although no further command will be executed, a user was required to perform the gesture again; hence,
it is desirable to have high extraction accuracy from the viewpoint of usability. We need to conduct real-time
gesture recognition experiments to evaluate gesture extraction and recognition simultaneously in the future.

5.3 Selection of Frequency Pattern

We consider that there are three frequency patterns for extracting features: audible range (0-18 kHz), ultrasonic
range (18-48 kHz), and all range (0-48 kHz), since the features generated by audio data that are filtered into these
ranges have different effects on machine learning; therefore, in this investigation, we compared the recognition
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Fig. 12. Average accuracy of each frequency pattern with each noise added.

accuracies of the experiments without/with additional noise in seven possible combinations of frequency patterns:
ultrasonic range, audible range, all range, ultrasonic + audible ranges, ultrasonic + all ranges, audible + all ranges,
and ultrasonic + audible + all ranges.

In the experiment without noise, we trained the SVM classifier using the audio data of shirt A. Fig. 11 shows
the recognition accuracy of each frequency pattern. The frequency pattern with the highest recognition accuracy
was obtained by training with audible + all ranges. The frequency pattern with the lowest recognition accuracy
was obtained by training with ultrasonic range.

In the experiment with noise, we prepared four different types of noise: car, music, voice, and arm swing, and
added the pre-recorded noise data to the audio data using software to compare the effect of each noise at the
same signal-to-noise ratio (SNR). The noise was recorded with the same microphone (Murata 7BB-20-6L0) used
in the experiment. For the car noise, we recorded the running sound of a car under the condition of outdoor
walking. For the music noise, we recorded the rock music from the speaker at a volume set by listening to it. For
the voice noise, we recorded the voice of a user, who wore the microphone, reading some text. For the arm swing
noise, we recorded the noise by swinging the arm wearing the microphone, as in the experiment. The average
SNR of each noise (car, music, voice, and arm swing) was 4.9 dB, 3.6 dB, 6.6 dB, and 7.9 dB, respectively, and the
average standard deviation was 3.4 dB when the obtained noise data were added as is to the audio data. These
results show that the SNR distribution is roughly concentrated between 10 dB and 1 dB. Therefore, we adjusted
the SNR of each noise to 10 dB, 6 dB, 3 dB, and 1 dB, respectively, to make the conditions of each noise equivalent.
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Fig. 14. Confusion matrix of all gestures with all garments.

We extracted the same features from the audio data with noise added and used these features as test data, and
we trained the SVM classifier using the audio data of shirt A. Fig. 12 shows the change in recognition accuracy
for each of the frequency patterns when the SNR was changed from 10 dB to 1 dB. For all SNRs and all noises,
the recognition accuracy of the audible + all ranges was the most accurate. For the experiment without noise, the
recognition accuracy of audible range was also high; by contrast, the recognition accuracy decreased significantly
by 21.0 points when noise was added. The recognition accuracy of the ultrasonic range also decreased because
the noise data contained internal noise from the electronic circuit, increasing the amount of added noise.

From the results of two experiments, we found that the audible range mainly contributes to the recognition
accuracy. However, the recognition accuracy of audible range, which does not include ultrasonic range, decreased
largely as the noise was added. The recognition accuracy of ultrasonic range alone was not high; however, we
found that the frequency of audible + all ranges, including ultrasonic range, was robust to noise. Therefore, we
concluded that the frequency pattern of audible + all ranges was robust to noise and had high recognition accuracy.
We use audible + all ranges for the features in the following evaluation.

5.4 Evaluation for Different Garments

We investigated the accuracy of gesture recognition following different garment types. We collected audio data
for four different garments shown in Table 1. As in Section 5.3, two types of recognition experiments were
performed: data without noise and data with noise by changing the SNR.
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Fig. 15. Spectrograms of swipe (right) and swipe (left) for each garment.

5.4.1 Data without Noise. The overall accuracy of each garment for all participants is shown in Fig. 13a, and the
average accuracy of the six participants who experimented with all garments is shown in Fig. 13b. The f-scores
for shirt A, shirt B, fleece, and jacket were 87.4%, 80.2%, 85.4%, and 82.6%, respectively. Fig. 14 shows the confusion
matrix of all gestures with all garments. The touch and pinch-out gestures have the highest and lowest accuracies
for all garments, respectively (average f-scores 95.6% and 77.7%).

From Fig. 13, we confirmed that the recognition accuracies of shirt A and fleece are high, while those of shirt B
and jacket are low. Fig. 15 shows the actual frequency spectrogram when the same person performed swipe
(right/left) in different garments. As this figure shows, the spectral power obtained at the microphone decreased
as the garment thickness increased. Although the spectral power of fleece was the smallest, the recognition
accuracy of symmetrical gestures was the best among tested garments. We consider that this is because the
thicker the garment is, the more sound is attenuated, and high-frequency (5-15kHz) sound is more likely to
attenuate. For example, as the spectrogram of fleece shows, at the beginning of the gesture of swipe right (the
place away from the microphone), the microphone captured only low-frequency sound (0-5kHz). At the end of
the gesture (the place close to the microphone), the microphone captured the sound up to approximately 15 kHz.
Owing to these characteristics, even symmetrical gestures have different spectrograms. The same phenomenon
can be observed with swipe left. In contrast, other thinner garments (shirt A, shirt B, and jacket) propagated
sound more easily than fleece; hence, the microphone could detect high-frequency sound even at the place away
from the microphone. Therefore, obtained spectrograms were similar, and thus, it was more difficult to classify
symmetric gestures other than fleece.

As a result of the aforementioned experiment without noise, the overall average of the recognition accuracy
was 83.9%, which is insufficient for actual use. However, a few commands are sufficient to operate applications
such as music players or comic readers, and it is expected that the recognition accuracy will be improved by
narrowing down the gestures. Therefore, we will investigate the performance of the selected gestures in the
following evaluation. For example, five commands are used to operate the music player: play/pause, next song,
previous song, volume up, and volume down. Specifically, we selected twist, rotation, touch, swipe (right), and
circle (anticlockwise) for the five selected gestures on the basis of the recognition accuracy of each gesture and
the confusion performance between them. Fig. 16 shows the overall accuracy of each garment when training
using only the data of these five gestures. The overall average recognition accuracy for the five gestures was
95.8%. We will conduct experiments using data from these gestures only in the following sections.

5.4.2 Data with Noise by Changing the SNR. Fig. 17 shows the change in recognition accuracy of the five selected
gestures for each garment when the SNR was changed from 1 dB to 10 dB. The solid and dashed lines show
the accuracies of the classifier trained with audible + all ranges and audible range, respectively. The recognition
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Fig. 17. Accuracy of each garment with each noise added. The solid and dashed lines show the accuracy of the classifier
trained with audible + all ranges and audible range, respectively.

accuracy decreased as the SNR decreased for all garments. The recognition accuracy across the noise in each
garment (shirt A, shirt B, fleece, and jacket) at an SNR of 1 dB decreased by 5.0, 3.8, 11.1, and 4.1 points from
no noise, respectively. The recognition accuracy across the garment of each noise (car, music, voice, and arm
swing) at an SNR of 1 dB decreased by 4.0, 7.5, 4.6, and 7.9 points from no noise, respectively. The accuracy
improvement was 4.3 points at an SNR of 1 dB compared with the accuracy for the training using only data of
audible range. The degradation of recognition accuracy was greatest for fleece, shirt A, jacket, and shirt B in that
order. This order is consistent with the garment thickness (Table 1). As shown in Fig. 15, the thicker the garment,
the smaller the propagation of the ultrasonic range. The larger the power of the ultrasonic range, the larger the
ratio of information for the ultrasonic range is contained in the features for machine learning. When noise data
are added to the audio data, the information in the audible range for the features becomes unstable; however, that
of the ultrasonic range is stable. Therefore, the classification model generated by audio data with a large ratio of
information in the ultrasonic range is more accurate in predicting noisy features.

5.5 Recognition Accuracy with Number of Data

In the evaluation described in Section 5.4, we used 14 rounds of data as the training data and the remaining one as
unknown data to evaluate the recognition accuracy for a per-user classifier. However, to train a per-user classifier,
the user must first measure the audio data. In this section, we investigate the change in recognition accuracy by
varying the amount of data used for training data to evaluate the relationship between the recognition accuracy
and the tolerance of the initial setup time. We conducted a questionnaire survey on the tolerance of the initial
setup time. We asked participants for their impressions with a Likert scale when the time required for the initial
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Fig. 18. Changes in f-score for the amount of training data from 4 to 14 rounds and changes in ratings of the tolerance of
the initial setup time. The measurement time for one round is calculated at 50 seconds, and the amount of training data is
converted to the measurement time.

setup was 3 min, 5 min, 10 min, or 15 min. The scale ranged from 1 (dissatisfaction) to 5 (satisfaction). From
the questionnaire, we found that the time required for the initial setup should be less than 5 min (3 min: M=4.1,
SD=1.11, 5 min: M=3.2, SD=1.15, 10 min: M=1.9, $D=0.83, 15 min: M=1.4, SD=0.60). Additionally, we trained the
SVM classifier by varying the amount of data used for training data.

Fig. 18 shows the changes in recognition accuracy and standard deviation when the amount of training data is
changed (red line) and the ratings of the tolerance of the initial setup time (blue line). The measurement time for
the five gestures requires approximately 50 s per round (10 s X 5 gestures). This figure shows that the recognition
accuracy increased as the training data increased, and the rating decreased as the measurement time increased.
The recognition accuracy was more than 90% when the measurement time was greater than five min. In contrast,
the rating exceeded three points within five min of measurement time; however, the rating was less than two
points for more than ten min of measurement time. From the usability viewpoint, the number of required rounds
should be six or less; we need to improve the recognition algorithm to obtain sufficient recognition accuracy
with less than six rounds of data.

5.6 Reusability of Classification Models

To assess the reusability of the classification model, we evaluated the recognition accuracy when the gesture
data of another garment of the same model or the different mounting locations were given as test data for the
classification model created with the data obtained from the original garments.

5.6.1 Recognition Accuracy in Different Instance. We collected five rounds of audio data from the six participants
for another garment of the same model as shirt A. All participants were 20 to 26 years-old and were right-handed.
We then evaluated the recognition accuracy in the same manner as in Section 5.3.

Fig. 19a shows the average recognition accuracy for the six participants and the overall accuracy. For comparison,
we show the accuracy of leave-one-round-out cross-validation learning using only the original data. The figure
shows that the overall accuracy was 98.2% for the original data and 95.5% for another data. This recognition
accuracy was approximately the same for the experiment of Section 5.4.1.

5.6.2 Recognition Accuracy in Different Mounting Location. We used gesture data at two mounting locations
(wrist side and elbow side) for test data at different mounting locations. The distance between the devices was the
same as in the forearm experiment. The displacement width of the device was approximately 10 cm. We collected
five rounds of audio data from the six participants for each mounting location. All participants were 20 to 26
years-old and were right-handed, and shirt A was used. We then evaluated the recognition accuracy in the same
manner as in Section 5.3.
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Fig. 19. Recognition accuracy of each participant and overall accuracy. Error bars show the standard f-score deviation for
each participant. a: Different instance, b: Different mounting location.

Fig. 19b shows the average recognition accuracy for the six participants and the overall accuracy. The figure
shows that the overall accuracies were 90.7% and 88.6% for the wrist and elbow sides, respectively. We consider
that the decrease in recognition accuracy is due to the change in the garment’s shape around the device caused
by the change in the mounting location, which affected the acoustic characteristics. To improve the recognition
accuracy, the classification model should be trained using the gesture data at each mounting location; however,
this leads to a decrease in usability. To reduce the required number of training data, we consider incorporating
the gesture data at each mounting location into a part of the original training data. In this experiment, we
acquired data for five rounds; hence we incorporated four rounds into the original training data and evaluated
the recognition accuracy using the data from the remaining one as test data. As a result of the experiment, the
overall accuracies were 94.7% (SD=5.44) for the wrist side and 94.9% (SD=4.79) for the elbow side. We confirmed
that the recognition accuracy was improved; however, the usability issue remains since it takes approximately
three minutes to acquire data for four rounds. To avoid the need to reacquire data, we plan to investigate the
changes in acoustic characteristics when the mounting location is shifted and investigate the feasibility of a
robust classification algorithm for changes in mounting location.

5.7 Recognition Accuracy for General Classifiers

We evaluated the recognition accuracy of the general classifiers to examine the feasibility of our method for
new users. We trained the SVM classifier for each garment using five selected gestures and performed leave-one-
user-out cross-validation. Fig. 20 shows the recognition accuracy of the general classifiers for each garment. The
recognition accuracy for a general classifier in each garment (shirt A, shirt B, fleece, and jacket) decreased by 7.1,
5.8, 6.3, and 5.6 points from a per-user classifier, respectively. We consider that the decrease in accuracy for the
general classifier compared with the per-user classifier was due to individual differences in the speed and force
of the gesture. Fig. 21 shows the distribution of each feature of shirt A by the t-distributed stochastic neighbor
embedding (t-SNE) method [46], color-coded by the target participant and other participants. Most of the data
with high recognition accuracy has a scattered distribution for each gesture (Fig. 21a). On the other hand, the
data with low recognition accuracy has little variation in the distribution and shows a high degree of similarity
between the participant’s own data, indicating that it is not suitable for the general classifier (Fig. 21b).

In general, it is possible to use deep learning methods, such as convolutional neural networks (CNNs), to
improve recognition accuracy, though, at the moment, the amount of data is insufficient, and it is difficult to
improve the accuracy. Suppose our method becomes widely used in the future when the number of users increases

and more data is collected. In that case, it could be possible to recognize gestures using a general classifier by
CNN.
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Fig. 21. Visualization of the features of shirt A data using the t-SNE method. Blue and red show the distributions of the
target and other participants, respectively. a: The target participant with the highest recognition accuracy. b: The target
participant with the lowest recognition accuracy.

5.8 Recognition Accuracy in Different Parts of Garments

To confirm that our system can be used on different sites, we conducted a gesture recognition experiment using
the button of a shirt and a pocket of pants (Fig. 22a). We asked participants to pull the gesture surface by using
their middle, ring, and pinky fingers to propagate the swept sine signal when performing a gesture. Fig. 22b
shows the gestures for each site. The gestures were designed to be executable with one hand in consideration of
usability. We also tried to minimize symmetrical gestures that can cause misrecognition. In the pocket experiment,
a pair of symmetrical gestures (i.e., swipe (right/left)) was selected since the distance between the elements
was too close to perform a swipe back. We collected the audio data for each site from the five participants. All
participants were 20 to 26 years-old and were right-handed. In the button experiment, shirt A was used. In the
pocket experiment, we used off-the-shelf pants (86% cotton, 9% polyester, 5% polyurethane, non-conductive fibers,
thickness: 0.53 mm). We then evaluated the recognition accuracy in the same manner as in Section 5.3.

Fig. 23 shows the average recognition accuracy for the five participants and the overall accuracy. The figure
shows that the overall accuracies were 89.2% for the button sites and 92.6% for the pocket sites. Fig. 24 shows
the confusion matrix for each site with five participants. In the button experiment, three of the five participants
had a recognition accuracy of 90% or higher, and one of them had a recognition accuracy of 95% or higher. The
recognition accuracy for touch and circle gestures was higher than 90%. In the pocket experiment, three of the
five participants had a recognition accuracy of 90% or higher, and two of them had a recognition accuracy of 95%
or higher. The recognition accuracy for all gestures was higher than 90%.
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The recognition accuracy of these experiments was lower than that in the forearm ones. This is because we
could only select gestures such as tracing and touching the surface due to gesture conditions. To improve the
recognition accuracy, it is necessary to select gestures with high recognition accuracy, such as twist, although
it is necessary to use both hands. These results showed that the recognition accuracy of several participants
exceeded 90%, suggesting that our method can be applied to other sites besides the forearm.
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6 DISCUSSION AND LIMITATIONS
6.1 Recognition Accuracy of Each Gesture

There was a considerable difference in recognition accuracy between gestures. The gesture with the highest
accuracy was touch (average f-score: 95.9%) for all garments because the sound generated by the touch was like a
pulse, and the spectrogram obtained was very different from other gestures. The gesture with the lowest accuracy
was pinch out (average f-score: 77.7%) for all garments. As shown in Fig. 14, symmetrical gestures tended to be
mistaken for each other; that is, swipe (right/left), pinch in/out, and circle (clockwise/anticlockwise) were easily
misrecognized. We considered that these gestures would cause a symmetrical change in the volume obtained at
the microphone because the finger movements of these gestures were symmetrical; however, in several of these
gestures, the volume increased even when the finger moved away from the microphone owing to changes in the
force applied to the garments, which may have caused the misrecognition. There were also mistakes between
swipe (right/left) and pinch in/out. We concluded that the spectrograms were similar because the trajectory
and speed of the finger movements were similar for swipe (right/left) and pinch in/out. In addition, there were
a number of misrecognitions between pick up and twist. These gestures have the common action of holding
the garment with the index finger and thumb; thus, the obtained characteristics are similar, and misrecognition
occurs.

In this study, we found that avoiding combinations of these gestures can reduce the difference in recognition
accuracy for each garment (Fig. 16). To recognize these easily mistaken gestures or gestures that move symmetri-
cally to the device (e.g., swipe upward/downward), the system could use multiple piezoelectric elements in a
single device and measure the time difference of arrival to trace finger trajectories. Moreover, for the gestures
that move symmetrically to the device, the recognition is still possible with the current system by using only one
of these gestures. Re-examining these gestures and improving the devices are future works.

6.2 Recognition Accuracy of Each Garment

We investigated the effect of each garment on the recognition accuracy and noise in the experiments described in
Section 5.4. In the experiment without noise, the results of the experiments showed that misrecognition between
symmetrical gestures occurs depending on the attenuation properties of the garment. To obtain a clearer change
in the spectrogram of symmetrical gestures, a longer distance between the microphone and the sound source is
necessary because the attenuation of sound increases with the distance it propagates through a garment. Fig. 25
shows the spectrogram of the swipe (right/left) for shirt B when the device distance is varied. As shown in this
figure, the longer the device distance, the clearer the change in the spectrogram of audible range (0 kHz-18 kHz)
the larger the attenuation of the ultrasonic range (18 kHz-48 kHz). The attenuation in audible range is likely
to be clearer, reducing the misrecognition of symmetrical gestures; however, the lack of information in the
ultrasonic range may make the system less robust to noise. In the future, we plan to study the optimal device
distance for each garment, considering the trade-off between recognition accuracy and robustness to noise. In
contrast, although the thickness of the garment is close to that of shirt A and jacket, the obtained characteristics
are different, and the recognition accuracy is higher for shirt A and lower for jacket. Thus, the difference in
recognition accuracy and acoustic characteristics of the garments is not only due to the thickness of the garment
but also to other factors. To further understand the gesture recognition performance of our method, a more
extensive investigation of the relationship between clothing components and acoustic properties is needed.

In the experiment with noise, we found that the active acoustic sensing prevents the degradation of recognition
accuracy due to noise. By contrast, Mitake et al. [28] proposed a method to prevent the degradation of recognition
accuracy in noisy environments by changing the importance ratio of features obtained from acceleration and
audio in accordance with the noise level. We consider that it is possible to prevent the degradation of recognition
accuracy in noisy environments by changing the importance ratio of the ultrasonic range to audible range of
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Fig. 25. Spectrograms for each distance of shirt B (swipe (right) and swipe (left)).

the audio data. In addition to enhancing the recognition algorithm, we plan to incorporate noise suppression
methods, such as noise reduction algorithms and the soundproofing of devices.

6.3 Study of Mobile Performance

In this study, we measured the audio under sitting conditions and investigated the basic performance of our
method in terms of recognition accuracy and effect of noise. Future investigations in a more practical environment
are needed. We conducted a supplementary experiment with two participants for future reference. We use the data
acquired in a sitting condition as training data and while walking indoors as test data. The recognition accuracy
decreased from 97.8% and 95.6% to 90.2% and 64.3%, respectively, compared with the data in the sitting condition.
We then manually extracted the gestures from the latter data, which had a particularly large drop in accuracy. As
a result of resurveying with manual extraction data, the accuracy was improved to 77.4%. This indicates that the
decrease in accuracy was caused by the gesture extraction not working well due to noise. However, the accuracy
is still not sufficient. This is thought to be mainly due to motion noise and the difference in movement while
walking and sitting. To address this issue, it may be necessary to use the data from walking for training. It is also
necessary to investigate the recognition accuracy using audio data while standing or running, and the usability
in actual applications (e.g., music player or comic reader) on a larger scale. In this study, piezoelectric devices
were wired into the audio interface to conduct experiments in a stable measurement environment. We consider
that it is possible to make the device mobile because our method did not require time synchronization between
the speaker and microphone. We plan to make the device mobile to investigate the performance of our system in
actual use.

6.4 Command Mode Detection

The system needs to switch from a non-command mode to command mode because a user will touch the garment
even when there is no intention to input commands. Since our system uses a speaker and microphone, our system
can use a wake word like a smart speaker or a unique sound obtained by direct touch to the microphone to
switch to command mode. In addition, our system could distinguish between the non-command and command
mode using sound in the ultrasonic range because our system requires a user to pull their sleeve to propagate
the ultrasonic signal. With the command mode switch, the problem is misrecognizing the non-command mode
as the command mode because an unintended command execution occurs. For this reason, it is desirable that
the precision of the command mode be approximately 100%. Although the precision of the non-command mode
requires high accuracy, it is less important than that of the command mode because it does not cause the system
to enter the command mode.
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Fig. 26. Changes in f-score for the dimensionality deletion based on feature importance.

To test the aforementioned idea, we conducted a command/non-command mode identification experiment.
We collected audio data for 75 s (5 s X 15 rounds) in each state, with and without pulling sleeves, for the same
participants who took part in the forearm experiment. We investigated the recognition accuracy of these states
for two categories: non-command mode and command mode. We extracted the data for every 32,768 samples
(approximately 341 ms) and calculated the LFCCs for 19 dimensions by removing the DC component. We used
an SVM in the same manner as in the previous experiment. As a result, the precision of the non-command
mode was 90.2%, and that of the command mode was 72.2%. We concluded that the accuracy was not sufficient
for distinguishing between the non-command mode and command mode yet. To improve the precision of the
non-command mode, it is necessary to tighten up the conditions for predicting the command mode (e.g., changing
the probability criterion for prediction). In future work, it is necessary to develop a more optimal method of
transitioning to command mode from those methods described above.

6.5 System Limitations and Improvements

One of the limitations of our system was that it required users to execute gestures with their garments stretched;
however, executing gestures at the forearm causes the problem of having both hands occupied. In the future,
it is necessary to investigate the feasibility and issues of a recognition system that does not require stretching
garments. In addition, there is also a possibility that the current system can be used without stretching garments
by using tight-fitting garments such as sportswear. Since many users enjoy listening to music or watching videos
during exercise, we believe that our system will be a good match for them. We need to carry out experiments
with more types of garments to find out what kind of garments are available in our system.

We performed dimensionality deletion based on the importance of the features used in this study. As a result,
the recognition accuracy was not improved by reducing the number of features and remained almost constant up
to 900 deletions (Fig. 26). However, dimensionality deletion has the advantage of reducing the computational
cost. In the future, the number of dimensions and features that can be deleted should be investigated in detail to
reduce the computational cost.

6.6  Utility of Ultrasound

Using active acoustic sensing with ultrasonic signals, our system achieves a 0.5% accuracy improvement in noise-
less environments and a 4.3% accuracy improvement in the noisy environment compared with the recognition
method using only passive acoustic sensing for the five selected gestures. However, the use of active acoustic
sensing requires the use of a speaker, which requires extra hardware costs. In addition, it requires a higher
sampling rate than passive acoustic sensing, which increases the computational time and power consumption.
One means to reduce power consumption in the current system is to change the use of active acoustic sensing in
accordance with the noise level, thereby reducing the time spent using the high sampling rate. In the future, it is
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necessary to evaluate the utility of using ultrasound in this system after a detailed study of the cost and power
consumption of such hardware.

7 CONCLUSION

We presented a gesture recognition method for usual garments using active and passive acoustic sensing. Our
system recognizes a variety of gestures on a usual garment using a pair of detachable devices. We comprehensively
studied the effect of differences in garments, noise type, the amount of training data on recognition accuracy,
and the reusability of the classification model. The evaluation results of a per-user classifier confirmed that the
f-score was 83.9% for 11 gestures with four different types of garments, and assuming actual use, the f-score was
95.9% for five selected gestures that were selected. In addition, we confirmed that the system recognizes five
gestures, which can be performed with one hand, with 89.2% and 92.6% accuracy in the button and pocket sites,
respectively.
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