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ABSTRACT
This study shows a method for estimating users’ emotions in Virtual Reality (VR) spaces
through the collection of eye behaviors. In our method, we use eye-related information
available from the Head Mounted Display (HMD), including the direction vector of
the gaze, coordination of the pupil, pupil diameter, and the eyelid opening width, to
estimate whether the user is having fun or feeling others emotions. Using the LightGBM
algorithm, the estimation accuracy resulted in an AUC of 0.84 and an accuracy of 0.78.

INTRODUCTION
Incorporating user emotions into interfaces can provide users with richer interaction,
such as automated video scoring (as shown in Fig. 1) and a human communication
support system (e.g., [1]). Some of the most established emotion estimation methods
are camera based, such as those that read facial expressions (e.g., [8, 11]). However,
facial recognition can be challenging for emotion estimation in situations where the
camera cannot capture the entire face. For instance, in Virtual Reality (VR) context,
which requires users to wear a Head Mounted Display (HMD), parts of the face (e.g.,
forehead, eyes, and nose) are obscured, making it difficult to use camera-based methods
to estimate expressions.

Research has been conducted on estimating users’ emotions using eye behavior
(e.g., [2, 4, 7, 9, 10, 12]). Past research has often used mouth information, such as smiles,
to detect feelings of having fun (e.g., [3]). On the other hand, in this study, we use the eye
behaviors sampled through the eye-tracker built into an HMD, which makes it possible
to use the eye behaviors that can not be captured through an external camera for emotion
estimation. Our research, while still a work in progress, is groundbreaking, as it is the first
to attempt to estimate a user’s emotion by only using eye behaviors sampled through an
eye-tracker. Through an experiment, we collected users’ eye behaviors and ground-truth
emotions during a movie-watching task. We then developed a machine-learning (ML)
model to estimate whether users feel like they are having fun, or experiencing other
emotions, by using eye behaviors; the estimation results in AUC of 0.84. Furthermore,
we show an automated video scoring system to provide an example of an application.

EMOTION ESTIMATION METHOD
Our emotion estimation method is based on eye behaviors and an ML model. As the
features of the ML model, we calculate statistical data from four types of eye behaviors
sampled through an eye-tracker built into an HMD: the direction vector of the gaze,
coordination of pupil, pupil diameter, and eyelid opening width.

To develop the ML model, we conducted a pilot study to collect the eye behaviors
and ground-truth emotions in a movie watching task involving ten of our laboratory
students. We used HTC VIVE PRO EYE as the HMD to sample eye behaviors at 90Hz.
During the movie watching task, we asked the participants (one female, mean age = 22.3)
to indicate when they felt like they were having fun while watching a 30 min Japanese
comedy displayed in an HMD. To label the emotion, participants pushed a key on the
keyboard positioned in their hands. In total, we collected 235 labels indicating fun.
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Before calculating the features, we first excluded the outliers (0.1% of the whole data)
that were caused by the eye-tracking system errors. By using the eye behaviors and
the labels, we calculated the features for the ML model; We referred to features used
in previous research [5], as it consisted of only eye behaviors for ML-based interaction.
We used 2,000ms of eye behaviors as a positive label; we used the eye behaviors of
-500ms–1500ms based when the participants pushed the key (i.e., indicating fun). As the
negative label, we used randomly sampled eye behaviors, except for the 2,000ms that
were used as the positive label. Using the 2,000ms of eye behaviors (i.e., 180 samples =
90 Hz x 2 sec), we first downsampled them into 20 samples by taking the average every
100ms (i.e., 9 samples). We then calculated relative values based on the first sample for
the 20 samples. These processes were conducted to minimize the eye-tracking noise and
the dependency on the surroundings and individual differences. Lastly, we calculated 84
features for the relative values, as shown in Table 1. That is, we used 84 features and one
label as one dataset.

Using the datasets, we trained and tested an ML model. To make the ratio between
positive and negative labels 50:50, we randomly picked 235 datasets from the negative
labels and eye behaviors. Of these 235 datasets, we first split them into train and test
datasets of 188 and 47, at a ratio of 4:1, and adopted a 5-fold cross-validation. For
the ML algorithm, we compared Random Forest, Support Vector Machine, Perceptron,
and LightGBM([6]); which had the highest accuracy, was adopted. We conducted no
hyperparameter tuning and used the default settings of scikit-learn. Using the trained
model and test datasets, we then calculated the performance of our ML model, which
were AUC of 0.84, an accuracy of 0.78, and an F1 score of 0.77.

As an example of an application that could use our method, we show an automated
video scoring system, as shown in Fig. 1. Currently, common metrics for automated video
scoring video content often rely on view counts, number of likes, and comment counts.
In contrast, our method can expand the automated scoring to consider user emotions,
especially reflecting users’ implicit emotions, for each time sample.

HappyVideo

User

Eye behavior

Video scoring

Fig. 1. Automated video scoring
system.

Table 1. The 84 features used in our system.

Data Feature Total
Gaze direction vector
Pupil position
Pupil diameter

Mean, Last Value,
Amplitude, SD,
Min, Kurtosis, Max,
Skewness

24 (3 × 8)
40 (5 × 8)
8 (1 × 8)

Eyelid opening width
Mean, SD,
Amplitude, Max,
Min, Last Value

12 (2 × 6)

CONCLUSION
In this paper, we described a method for estimating two emotions (fun and others)
using ML and eye behavior in an HMD interaction. We plan to enhance this work-
in-progress model by increasing the number of estimated emotions and improving
estimation performance by using variable experimental conditions and by exploring
suitable features and ML algorithms for emotion estimation.
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