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Abstract. Conversations among remote people cannot be easily initi-
ated. A lack of non-verbal information in video calls contributes to the
difficulty in initiating conversations. Conversely in face-to-face situations,
conversations are initiated by exchanging gaze information, particularly
mutual gaze. However, the mutual gaze cannot be easily established be-
tween remote locations. In this study, we proposed a voice call system
with robots to initiate conversations between remote people by exchang-
ing gaze information. The evaluation results showed that the proposed
system was effective in reducing the psychological burden of initiating
conversations between remote people.

Keywords: remote communication · awareness · gaze interaction · in-
formal communication · communication robot.

1 Introduction

Initiating conversations, particularly informal communication, between remote
people is difficult. Informal communication occurs incidentally, without a fixed
schedule or agenda [2]. To initiate informal communication between people in
remote locations, it is necessary to reduce the burden of initiating conversations
and make it easier to talk to remote people. Initiating conversations will become
easy by understanding whether the remote person is available for conversations.
Previous research [4,7] has realized this assumption by providing awareness infor-
mation about the remote person’s availability for conversations. By contrast, in a
face-to-face situation, people use non-verbal information to present the detailed
state (e.g., to what extent is the other person focused on a task) of each other,
so that they can initiate conversations without disturbing the other person’s
task. In particular, the exchange of gaze information plays an important role
in initiating conversations. When people initiate conversations, they exchange
gaze. Mutual gaze is a trigger for initiating conversations. In this study, based
on the sociological knowledge about initiating conversations, we reproduced the
exchange of gaze that leads to the initiation of conversations between remote
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Fig. 1. Actual system setup．Users exchange gaze through the proposed system. When
a mutual gaze is established, a voice call starts.

people (Fig. 1). We designed a voice call system for remote workers to initiate
one-on-one conversations. This system is composed of robots that can exchange
gaze between remote locations. When the mutual gaze is established, a voice call
starts. We conducted an experiment to clarify the effectiveness of the proposed
system.

2 Related Work and Our Approach

To initiate conversations between remote people, whether the remote person is
available for conversations need to be determined. Previous research has focused
on solving this problem by providing awareness information about the remote
person’s availability for conversations [4, 7]. However, only a few works have
presented the detailed state of availability that typically precedes conversations
in face-to-face situations.

When people initiate conversations in face-to-face situations, they use non-
verbal information to present their detailed state to each other. In particular,
gaze information plays an important role in initiating a conversation. According
to Salvadori [11], before a person initiates a conversation, the initiator assesses
the colleague’s progress of work and availability. The initiator may use proxim-
ity, movement, or gaze to get the colleague’s attention. The use of non-verbal
information by the initiator allows the colleague to finish his/her task before
acknowledging the initiator’s request for attention. The colleague displays the
termination of his/her tasks by orienting toward the initiator or looking toward
the initiator. Thereafter, they start a conversation. Kendon [5] claimed that gaze
is a fundamental feature of face-to-face interactions. The shifts of gaze coordi-
nate the timing of speech production. Kendon [6] also showed that mutual gaze
can trigger a conversation. Some previous systems [3, 8] for presenting aware-
ness information can present not just the availability of a remote user but also
non-verbal information. For example, Roussel et al. [10] proposed an always-
connected video media space that continuously presents the remote user with
non-verbal information. Although these systems are capable of providing non-
verbal information, privacy issues still arise because of the use of a video [9].

The exchange of gaze plays an important role in initiating conversations.
However, exchanging gaze between remote people without using a video is dif-
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Fig. 2. System configuration.

ficult. In this study, we propose a voice call system with robots to convey gaze
information to each other between remote people. The proposed system repro-
duces the exchange of gaze information that occurs when initiating conversations
in face-to-face situations without using a video. The system design is presented
as follows: (1) The initiator sends gaze information to the remote person to
get the remote person’s attention, as in a face-to-face situation. (2) The remote
person’s response to the initiator’s gaze (return gaze or not) is conveyed to the
initiator. (3) When a mutual gaze is established, a voice call starts. Based on
this system design, the proposed system conveys gaze information to each other
through robots placed on each location, which can detect and represent gaze.
The initiator can then present the degree to which he/she wants a response based
on the length of time he/she sends gaze to the robot.

3 Proposed System

We developed the voice call system with robots that can detect and present gaze
and start a voice call. In this section, we describe the hardware, software, and
interaction designs of the proposed system. An overview of the proposed system
configuration is shown in Fig. 2.

3.1 Hardware Implementation

OMRON’s HVC-P2 3 was used for the gaze detection. HVC-P2 can detect the
direction of the face and gaze. In the proposed system, we used the face direction
detection to detect the user’s gaze direction, because the accuracy of the gaze
direction sometimes becomes unstable and the reliability is insufficient. HVC-P2
was controlled by a control PC. The detected face direction values were sent to
the robot. Two servomotors and full-color LEDs were used to present the gaze.
These devices were controlled by Arduino UNO. The robot was equipped with a
small speaker used for voice calls. The robot body was fabricated using a three-
dimensional printer, and its total height was approximately 180 mm. We created
two units of robots to place one robot on each desk with two remote workers.

3 https://plus-sensing.omron.co.jp/product/hvc-p2.html
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3.2 Software Implementation

We implemented two functions for the proposed system: the SkyWay4 control
program and the robot control program. The SkyWay control program is used for
sending/receiving gaze information and voice calling between remote locations.
The SkyWay control program sends and receives gaze information and also makes
voice calls according to the gaze information.

The robot control program obtains the face direction of a local user from
HVC-P2. The robot control program sends the obtained gaze information to the
SkyWay control program to convey the gaze information to the remote location.
WebSocket is used to communicate with the SkyWay control program. The re-
mote user’s gaze information received from the SkyWay control program is sent
to the Arduino Uno using serial communication to present the gaze.

3.3 Interaction Design

At the beginning of the interaction, the initiator looks toward the robot. The
length of time the initiator sends gaze to the robot conveys the degree to which
the initiator wants the remote person’s response (Fig. 3-1). For example, if the
initiator wants to talk to the remote person who is busy, then the initiator will
look toward the robot for a long time. By contrast, if the initiator wants to
speak to the remote person when he/she is not busy, then the initiator will
look toward the robot for a short time. The remote person returns the gaze if
he/she can respond and does not return if he/she cannot. He/she can recognize
the degree to which the initiator wants a response from the gaze information
presented by the robot (Fig. 3-2). He/she can decide whether to respond or not
depending on that degree. If he/she returns the gaze, then a mutual gaze is
established through the robot and a voice call starts (Fig. 3-3).

The proposed system changes the color of the eyes according to the gaze
information of the users. Basically, the eye color is set to red. When only the
initiator is looking toward the remote person, the eye color is yellow. When a
mutual gaze is established, the eye color changes to green.

4 Evaluation

4.1 Experimental Design

This experiment aims to evaluate whether the proposed system has more ad-
vantages than previous systems in terms of presenting awareness information.
Accordingly, we set three hypotheses on the effects of the proposed system.

– H1. It reduces the psychological burden of initiating conversations.
– H2. It reduces the burden of operating the system to initiate conversations.
– H3. It increases the number of attempts to initiate conversations.

4 https://webrtc.ecl.ntt.com/
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Fig. 3. interaction steps: (1) The initiator sends gaze to the robot. (2) The remote
person receives the gaze. (3) The remote person returns the gaze, and a mutual gaze
is established.

To initiate conversations between remote locations, the burden of initiating
conversations should to be reduced. Specifically, we focused on the psychological
burden and the burden of operating the system. Reproducing the non-verbal
interaction in a face-to-face situation before initiating a conversation, it may
become easier to talk to the remote person. Thus, the psychological burden of
initiating conversations is considered to be reduced (H1). Moreover, by starting
voice calls with only gazing, the usability of the system is improved, and the
burden of operating the system to initiate conversations is reduced (H2). As a
result, the number of attempts to initiate conversations will increase (H3). To
test the hypothesis, the following two experimental conditions were set.

– C1. Gaze presentation condition This condition was the proposed sys-
tem in this study. We presented the gaze as the user’s awareness information
through the robot. When the user wanted to initiate conversations, he/she
looked at the robot, and if mutual gazing was established, then a voice call
starts.

– C2. Light presentation condition In this condition, we used the same sys-
tem with C1, but did not use gaze detection and presentation function. The
users operated the system through the GUI on the PC and made/received a
call. The user’s availability was presented through light emission. To make
it look like a simple LED indicator rather than the actual eyes of the robot,
only one of the LEDs in the robot’s eye was turned on. Basically, the light
was set to red. The light changed to yellow when a voice call was being
requested, and if a voice call started, then the light changed to green. This
specification was based on the previous system [4, 7] providing awareness
information about the remote person ’s availability for conversations.

In this experiment, the participants were asked to do tasks by using a PC
according to the a task list(e.g. make a table from multiple data). The partici-
pants could interact with the experimenter in another room at any time via the
system. The reason for employing an experimenter was to control the contents
of the conversation and reduce the effect except of conditions. To evaluate the
impression of initiating conversations, the participants needed to talk to the ex-
perimenter. Thus, we set several tasks that triggered questions in the task list.
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To evaluate the impressions of being talked to, the experimenter talked to the
participants four times in each trial. The participants sat in front of the PC for
the task, and the robot was placed on the left side of the PC (45◦ from the front
of the user). The experiment was conducted in a between-subject design. A total
of 20 participants (14 males and 6 females, mean age 22.1 = years, and college
students) participated in the experiment, 10 for each condition.

In this study, three assessment items were set to test the hypotheses. To
test H1, we conducted the evaluation of impressions related to the psychological
burden. We used a questionnaire for evaluating the emotional benefits and costs
of communication systems proposed by Yarosh et al [12]. We used one benefit
scale (Presence-In-Absence) and two cost scales (Feeling Obligated and Unmet
Expectations) from the questionnaire. We set these scales because we thought
that improving the benefit scale(Presence-In-Absence) and decreasing the cost
scales(Feeling Obligated and Unmet Expectations) would lead to a reduction in
the psychological burden. To test H2, we conducted the evaluation of system
usability. We used the System Usability Scale (SUS) [1], which evaluates the
usability of a system. To test H3, we analysed the number of attempts to initiate
a conversation. We used video recordings of the work for analysis.

4.2 Results and Discussion

In this section, we present and discuss the evaluation results. The first two
participants in this experiment were not used in the analysis because of the
instability of the system.

Impressions related to the psychological burden Based on the question-
naire results, Welch’s t-test was conducted on the participants’ mean scores on
each scale. Fig. 4 shows a graph of the mean scores for each experimental con-
dition for each scale.

For the Presence-In-Absence scale, a significant difference was found between
the conditions (t(15.63) = 2.44, p = .027). The experiment results showed that
presenting gaze significantly improved the effectiveness of conveying the presence
of the remote user to the local user. For the Feeling Obligated scale, a significant
difference was found between the conditions (t(11.83) = 2.50, p = .028). The
results showed that presenting gaze significantly increased the sense of obliga-
tion to communicate. By contrast, the scores were in the positive range (< 4),
implying that a negative impression was not given on the sense of obligation in
both conditions. For the Unmet Expectations scale, no significant difference was
found between the conditions (t(14.08) = 1.19, p = .25).

System usability Based on the questionnaire results, Welch’s t-test was con-
ducted on the participants’ scores. The mean SUS scores for each condition are
shown in Fig. 5. The test results showed no significant difference between the
conditions (t(14.71) = .70, p = .49). Conversely, the mean SUS score (gaze:
81.67, light: 78.06) was high in both conditions [1].
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Number of attempts to initiate a conversation A Welch’s t-test was con-
ducted using the data from the video recording analysis for H3. In the light
presentation condition, the mean number of attempts was 2.67 (SE = 0.44). In
the gaze presentation condition, the mean number of attempts was 2.78 (SE =
0.55). The test results showed no significant difference between the conditions
(t(15.31) = .16, p = .88).

Discussion In this study, we set three hypotheses (H1 - H3). For H1, the pres-
ence of the remote person could be felt, and it became easy to talk to them.
Moreover, the sense of obligation to communicate increased, but not to the ex-
tent that a negative impression was produced. These results suggest that the
system was partially effective in reducing the psychological burden of initiat-
ing conversations, so H1 was partially supported. For H2, although it was not
supported, the burden of operating the system to initiate conversations was con-
sidered to be small because the system usability was high. For H3, the number
of attempts to initiate a conversation did not improve, so H3 was not supported.

The evaluation results suggest that the proposed system was partially effec-
tive in reducing the psychological burden of initiating conversations. However, it
was not effective in facilitating the initiation of conversations, probably because
of the experimental environment. In this experiment, all participants performed
a preset task list. Conversations were limited to only the minimum necessary
questions in the task, and the number of conversations might depend on the
task in the experiment. In addition, an experimenter controlled the contents of
the conversation. In a real environment, contents and the number of conversa-
tions are not controlled. Hence, in the future, we will conduct experiments in a
real environment. Moreover, in this study, whether the results are due to the gaze
detection or the gaze presentation is unclear. Thus, we will evaluate the effects of
gaze detection and gaze expression separately. The proposed system may result
in wrong interpretations among users because the system can only provide lim-
ited awareness information through the gaze channel. We will incorporate other
non-verbal information into our system.
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5 Conclusion

In this paper, we proposed a voice call system with robots that supports initi-
ating conversations between people in remote locations by presenting gaze in-
formation. The proposed system can exchange gaze between people in remote
locations. When a mutual gaze is established, a voice call starts. We conducted
an experiment to clarify the effectiveness of the proposed system. The evaluation
results suggest that the proposed system was partially effective in reducing the
psychological burden of initiating conversations. Based on the results, it can be
said that the burden of operating the system to initiate a conversation is small.
However, no significant difference was found between the conditions about the
number of attempts to initiate a conversation, which can be attributed to the
experimental environment. Thus, int the future, we will conduct experiments in
a real environment.
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