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Abstract

We live in an age when content-rich information can be widely enjoyed thanks to the development of information technologies. However, as the amount of accessible information increases and information-retrieval appliances come equipped with more and more functions, the complexity of user interfaces increases, reducing accessibility to desired contents. For the digital world to be truly enjoyable, there must be computer-human interaction techniques that make accessing desired information not only efficient but also comfortable.

This thesis describes two interfaces we developed for reaching this goal.

We first analyzed the relationships among the various factors that affect the way information-retrieval appliances operate and the various information-retrieval behaviors people use. The understanding gained of the mechanisms people use to retrieve information was then used to design two user interfaces. Much of the research on user interfaces, such as input devices and GUIs operated directly by the user, has focused on improving the interface itself. The improvements have been done with only a tacit understanding of the performance needed to achieve optimal usage. As result, there are many cases in which the actual operation differs from that best suited for the target usage. This gap between design and use is one of the factors in the creation of user interfaces that have less ease of use due to increased complexity.

The way a user operates an interface is affected by various factors, and the same user may use the same interface various ways depending on the situation. We focused on how the degree of human memorization and the features of the targeted information affect information-retrieval behaviors. For example, someone searching for a favorite photo in a folder may be able to find it immediately without straying because he/she remembers the folder’s contents and the photo’s whereabouts well. In contrast, someone searching for a friend’s favorite photo in an unfamiliar folder will likely take longer to find it and may stray in the information space. This illustrates that memorization of the target contents affects the way a person navigates to find them.

In a user experiment, we identified a specific relationship between memorization and information-retrieval behavior. We found that the overall relative positions of the contents, the spatial order of the contents, and their grouping into discrete time periods (e.g., photos in a series) affect the degree of memorization and thus the retrieval behavior. It should be possible to develop an algorithm for adapting an interface to the way the user operates the interface, which reflects the user’s intention. And it should be possible to design an interface for accessing desired information efficiently and comfortably due to not only the external design but also following the natural behaviors of people.

Using the understanding we gained from our user experiment, we developed a user interface that makes use of the fact that the overall relative position of the contents affects how people remember the contents. This is consistent with the general observation that...
people are usually better at memorizing and managing information spatially. Therefore, the first interface is based on the concept of grasping information presented spatially. It is based on the metaphor of a book and is designed for browsing contents presented in one dimension in the same manner as leafing through the pages of a book.

Just like pages in an actual book are presented in one dimension and are leafed through by someone browsing the book, our book metaphor device enables someone to leaf through digital contents in the same manner and with the same tangible feeling as reading a book. Real-world-oriented interfaces for accessing digital information are generally designed to mimic the way people handle familiar physical objects. In particular, tangible user interfaces enable people to access the digital world by physically operating real objects. However, though many of these interfaces bring a fresh sense to the access of digital contents compared to WIMP-style interfaces (windows, icons, menus, pointing devices), not many studies have focused on interfaces that provide the exact same feeling as that generated by operating real objects. Our book as a metaphor interface differs from other techniques using the book metaphor because it is based on the identification of factors that generate the pleasant feeling of leafing through pages and the incorporation of these factors as hardware, not software.

We also developed a time-oriented navigation interface for browsing digital contents. It is based on the use of time as the key to navigating content-rich information. The digital contents are presented temporally rather than spatially. The key feature is the use of an analog clock as a metaphor for handling time. The contents corresponding to the time indicated by the clock are shown, and the time can be freely set forward or back by simply rotating the arms of the clock. We use TV programs and related information as target contents because they are typically time-ordered and densely arranged along a time axis. They are identified by day and time of broadcast and station name or channel number. People usually remember or search for recorded programs roughly by date and time. Our browsing interface can be efficiently used to navigate a rich collection of data comprising recorded programs and information on future programs by operating the analog clock to move freely along the time axis.

Independently, these two user interfaces are an improvement over existing interfaces and will enable efficient and comfortable access to desired information. Together, however, along with a better understanding of the mechanisms people use to retrieve information, they will enable a truly natural and highly interactive computing environment for content-rich information browsing.
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Chapter 1

INTRODUCTION

1.1 Background

Accessing the digital world by using various information appliances is a common daily activity. Computers are no longer expensive and are commonly found in offices, in homes, and elsewhere. It is now difficult to find a person who does not own a mobile phone (or two). Multimedia devices such as portable game and music players have also spread widely, and their owners can enjoy the contents anywhere at anytime. Thus, as predicted by Weiser [140], a ubiquitous computing environment has been realized. We basically live in a world where everyone in a modern society can enjoy the digital world. However, “enjoyment” may not be the appropriate word to use. Dissatisfaction and complaints regarding the user interfaces of digital appliances continue in spite of the cool, brand-new designs.

One reason for the dissatisfaction may be that most conventional user interfaces are simply extensions of WIMP GUIs (windows, icons, menus, and pointing devices). WIMP-style GUIs greatly expanded the number of users who can access digital information due to their ease of learning, ease of use, and consistency in look and feel for each application, compared to the command line interfaces found on the first-generation PCs [139]. However, as the amount of information has increased and the applications have become more complex, the harder it has become to learn how to use the interfaces fully. Moreover, the need to manipulate the controls of a WIMP GUI disrupts the process. For example, a user first has to grab the slider of a scrollbar to scroll through the contents, and opening up a menu hides some of the contents on the screen.

Various post-WIMP interface techniques have been proposed. One approach is to use a real-world-oriented interface in which a physical object is used as a metaphor for accessing digital information in a manner that is similar to a real world action. Particularly promising are tangible and graspable user interfaces [67]. They enable the operator to access digital information by directly grasping a real object and manipulating it. However,
many of the interfaces studied use only the way a physical object is handled as a metaphor. They do not recreate the unique feelings generated when actually handling the object. As a result, some of them are not easy or comfortable to use though they may create a new feeling.

Another reason for the dissatisfaction is probably the gap between the expected experience of using an interface and the actual experience. While improvements in the user interface itself as an input device are eagerly promoted, scientific analysis of how the interfaces are actually used under various conditions is lacking. As a result, the gap between the interface designers’ intentions and the actual usage causes some uneasiness for users.

1.2 Goal and Approach

The goal of this research was to develop user interfaces that can be used to access desired information efficiently and comfortably. To reach this goal, we took a two-step approach.

The first step was to gain a better understanding of the mechanisms people use to retrieve information. The objective was to establish an algorithm that takes these mechanisms into consideration when designing interfaces. We found that the overall relative positions of the contents affects how people remember the contents and the retrieval strategy used.

The second step was to develop interfaces based on the understanding gained in the first step. We developed two interfaces based on the concept of grasping information arranged spatially. One is a book metaphor device for browsing content presented in one dimension in the same manner as leafing through the pages of a book. The other is a time-oriented information navigation technique for browsing contents arranged along a time axis.

1.2.1 Information-Retrieval Behavior

We focused on how the degree of memorization and the features of the targeted information affect information-retrieval behavior. For example, searching for photos stored on a hard disk drive or other media is a common search activity, and finding some types of photos is often easier than finding other types. Why is this? We conducted a user study to clarify the fundamental mechanisms used by people to retrieve information. We found that the pattern of operation differed with the degree of memorization and the type of targeted content and that the differences can be interpreted as differences in retrieval strategies. These findings will contribute to the computer-human interaction research field. In particular, they will improve the understanding of the mechanisms people use to retrieve information. This should lead to the development of browsing interfaces that can dynamically and appropriately assess user intentions and retrieval situations.
1.2. GOAL AND APPROACH

1.2.2 Sensibility-Oriented Interface

We developed an interface device called “Bookisheet” that is based on the book metaphor. It is bendable and used to operate digital contents in the same manner and with the same tangible feedback as leafing through the pages in a book. It can be described as a sensibility-oriented interface. Books, the traditional information medium, not only offer the better legibility of paper compared with that of a computer screen but also several additional affordances [126, 95]. For example, a paper interface provides quick and flexible navigation [126]. Users can grasp the quantity and contents by leafing through the pages of a book or other document. The pages can be marked up or annotated. Taking notes regarding the contents of a book while reading it helps in understanding the contents. We focused on one affordance in particular—the pleasant feeling one gets when leafing through the pages of a book. A reader turning the pages can feel their elasticity and the friction they create as they pass under the finger or thumb.

The book is the classic medium that makes use of the human ability to grasp information that is presented spatially. For example, the order of the pages or the positional relationship between pages gives one the ability to accurately guess the location of the desired page. The thickness helps one to grasp the total size of the contents. It also helps one to guess the position of the desired page and to directly open to a page close to it. This ability to grasp spatial position or relationship is not inherent in the conventional interfaces used to access digital data.

Our Bookisheet device reproduces the pleasant feeling of leafing through the pages in a book and uses it as tangible feedback during the browsing of digital contents. To achieve this, we identified the factors that generate the feeling and implemented them in a hardware device for digital information operations such as scrolling. It demonstrates the feasibility of using this approach in next-generation user interfaces for information appliances, e.g., flexible displays.

1.2.3 Time-Oriented Navigation

The time-oriented information navigation technique is a unique way to grasp the whereabouts of digital data spatially. Digital data is often stored in a computer in a hierarchical structure, and the complexity of the structure increases with the amount of information. One approach to managing digital data spatially [3, 94] is to reproduce the way objects are typically arranged on a person’s desk. For example, files are piled by type of information at different positions on a desktop-like GUI to enable the user to grasp their whereabouts. However, as the amount of information increases, scalability soon becomes a problem [141] and accessing desired information becomes more difficult. Another approach is keyword search, like that used to search for information using the Internet. However, information not related to the input keywords is generally not found, and some information cannot
easily be presented using a combination of keywords, e.g., videos and sounds.

Time is a powerful cue in retrieving content-rich information. In the real world, memories of when an event, such as a trip, took place are often used to remember things that happened immediately before or after the event. In the digital world, we sometimes manage information by using the date and/or time as a filename for version management. Rearranging files or received e-mail by their dates of last modification or time of receipt often helps one to retrieve a desired file or e-mail more efficiently. The techniques proposed for managing digital information by using time as a key [119, 68, 97, 51, 106] were mainly designed for reproducing the past states of a file on a computer by using the file history (modification, deletion, etc.). Regardless of the name or contents of the file, by treating all the data in the computer as time-ordered data, one can more easily recall the relationship between the information at a particular time and information close to that time on the basis of association. Studies suggest that memories of information location on a time axis can be effectively used for information browsing.

We developed such an interface for retrieving information about recorded and on-air TV programs, and their related information. Information regarding TV programs is typical time-ordered data densely arranged along a time axis from past to future. We use an analog clock metaphor for setting the time freely while letting the user feel the sense of time. The user can easily move from the past to the future by simply rotating the arm of an analog clock.

1.3 Overview of Thesis

In this thesis, the analysis of the behaviors people use to retrieve information is first presented. The two user interfaces are then described.

In Chapter 2, we describe the analysis of the relationship between memorization and retrieval behavior. We describe the user experiment we conducted, show the results, and discuss them. Findings such as that the degree of memorization of the contents themselves and their overall relative positions affect the way an information-retrieval device is operated and methods for developing an interface on the basis of these findings are described.

In Chapter 3, the book metaphor interface is described. Observations of handling an actual book and identification of the factors that generate the pleasant feeling of leafing through the pages of a book are described. Then, three prototype devices featuring these factors are introduced. Several applications for such a device and a simple evaluation are also presented.

In Chapter 4, an interface for navigating content-rich information using time as the key is described. We show that information arranged along a time axis can be efficiently
navigated. In this study, we chose TV programs and related information as target contents to be navigated because they are typical densely arranged time-ordered data. The TV program recording system we used to collect the target data is first explained, and then the navigation interface using the analog clock metaphor is introduced.

Finally, Chapter 5 summarizes this thesis and our conclusions and discusses several future directions.
Chapter 2

Analysis of Information-Retrieval Behaviors

2.1 Motivation

What is the relationship between memorization of information and the behavior used to retrieve that information? Searching for photos stored on a hard disk drive or other media is a common activity. Chances are that it is easier to find some types of photos than others. To determine the reason for this, we conducted a user study to clarify the mechanisms people use to retrieve information. We found that the operational patterns differed with the degree of memorization and the types of target photos. In particular, we found that the overall relative positions of target contents and/or the order of the arrangement affect memorization. The difference in operational patterns can be interpreted as a difference in retrieval strategies.

Due to the rapid progress in information technologies, we live in a society where we can enjoy a rich variety of digital information. However, the complexity of the interfaces between digital information and potential users has increased, and accessibility to the information they require has been reduced. Even though a great deal of research on user interfaces has been done, and many excellent results have thus far been obtained, there have not been that many studies on the mechanisms people use to retrieve information. If we could understand them more clearly, novel and instinctive user interfaces based on these mechanisms could be attained.

In our user study, we focused on scrolling because this is one of the basic methods for retrieving digital information. It is used to move contents, such as photos arranged in one or two dimensions, along the dimension axis so that contents outside the window are brought into the window. The operation is executed by dragging the slider of the scrollbar, pressing arrow keys on the keyboard, or rotating the wheel on the mouse. The
speed of scrolling is controlled to some extent by the user adjusting the speed at which the slider is dragged, the duration for which the keys are pressed, or the speed at which the wheel is rotated.

We focused on how the degree of human memorization and the features of the targeted information affect the information-retrieval behavior. For example, someone searching for a favorite photo in a folder may be able to find it immediately without straying because he/she remembers the folder’s contents and the photo’s whereabouts well. In contrast, someone searching for a friend’s favorite photo in an unfamiliar folder will likely take longer to find it and may stray in the information space (Figure 2.1). This illustrates that the scrolling pattern used may be affected by the target information.

In our experiment, we asked the participants to retrieve photos by scrolling, and we measured the time it took to find the target photo, recorded the identification numbers of the photos viewed (the “scrolling position”) for every time unit, and derived the velocity from the changes in position. We also asked them to complete a questionnaire that enabled us to estimate how well they remembered the target photos, not only their features but also their position in the arrangement. We found that the pattern of scrolling, which consisted of time-ordered data reflecting position and velocity, varied with the degree of memorization. The degree of memorization was affected by the features of the photos, so the patterns also varied with the type of photo. Our results revealed that the strategies used to retrieve information depend on the degree of memorization of the target contents, especially the relative positions of the contents. They also indicated that the order of the contents generates a unique atmosphere for the entire contents. This indicates that the spatial arrangement plays an important role in memorization. This interpretation is consistent with the general observation that people have strong spatial memory abilities.

Our study contributes to the computer-human interaction (CHI) field in that the results will enable the design of user interfaces on the basis of an understanding of the mechanisms people use to retrieve information. Many of the studies on user interfaces
have focused on the parts the user directly operates, such as the GUI. In contrast, we focused on the mechanisms underlying the retrieval behaviors so that we could design not only the outer layer but also the depth. That is, once we understand the fundamental parts of the mechanisms, we can develop an algorithm for a user interface that adapts to the various operation behaviors people use, which will enable the user to interact with digital contents more comfortably using natural behaviors.

The rest of this chapter is organized as follows. After briefly introducing related work, we describe the motivating hypothesis in Section 2.3. Then we describe the user study we conducted in Section 2.4, and present some of the results in Section 2.5. In Section 2.6 we discuss the results, and close with brief remarks.

2.2 Related Work

A good Web page provides information such as links and images at appropriate positions on the page to enable users to follow the “scent” of their goal, i.e., the information of interest to them. If a user loses the scent, he/she may stop browsing and begin again from another page. Several cognitive psychological studies have investigated how people use Web browsers and their information-retrieval behaviors [20, 25, 31, 32, 84, 114, 115]. These studies have shown that a user’s retrieval behavior is driven in part by the way information is presented. That is, the user interface design affects the retrieval behavior. The results of these studies have been used to develop tools for designing and evaluating Web pages.

An investigation of the relationship between scrolling distance and the required precision of scrolling [56] revealed that Fitts’ Law models the scrolling behaviors well, though it is usually used to evaluate the performance of pointing devices. This investigation of how conventional scrolling techniques are actually used resulted in a paradigm that can be used for designing new browsing and retrieval techniques.

Various methods have been proposed for the scrolling operation. Igarashi and Hinckley proposed a scrolling technique for browsing a large amount of content using a zoom function [63]. The pseudo speed of scrolling is kept constant by automatically zooming in and out in accordance with the speed of operation. They found that common problems such as losing the position and information when scrolling too fast can be avoided by using this technique. This technique utilizes the scrolling speed to dynamically change the content presentation. They defined a function that determines the relationship between the scrolling operation used and the content presentation. However, it does not take the relationship between the types of content and scrolling operation into consideration. The zoom level is simply a function of the scrolling speed.

Appert et al. proposed a technique for automatically adjusting the zoom level in
accordance with the user’s operation, not the operation speed. Their OrthoZoom Scroller [6] controls the zoom level by moving the pointer in the direction perpendicular to the scrolling direction. As the pointer approaches the scrollbar, the contents are presented with lower and lower precision. As the pointer moves away from the scroll bar, the contents are presented in higher and higher precision. They found that users could find the target contents faster with their technique than with an automatic zooming technique.

The way items in a long list are thinned out while scrolling is an important and effective technique for browsing large amounts of information. In Masui’s proposed technique for navigating text-list items [98], the items to be thinned out when zooming are determined on the basis of the degree of interest values assigned to the items. The higher the value of an item, the longer it remains on the list during zooming.

Kumar et al. proposed using eye gaze to control scrolling [83]. They focused on the finding that scrolling is strongly coupled with a user’s ability to catch information using his/her eyes. For example, the placement of a document being read on a screen can be maintained even when the page up or page down key is pressed by detecting the eye-gaze point and using it to limit the scrolling edge.

For supporting user operations, some studies have suggested using the users’ operation tendencies to deduce their intentions. Asano et al. used the direction and peak speed of pointer movement to deduce the target and automatically scroll to it [11]. Kobayashi et al. proposed a technique for operating a cascaded menu [73]. The direction of pointer movement is mapped to the direction of the cascaded-menu items, and the user does not have to actually point to an item to open it. If the pointer is slightly moved to the right, for example, the system deduces that the user intends to open sub-menus, and the sub-menus to the right of the main menus appear.

Sun et al. proposed a scrolling technique that uses both zooming and page flipping [132]. Their technique scrolls the contents when the slider on the scrollbar is moved slowly and flips them page by page when it is moved quickly. The transition between scroll mode and page flipping mode is seamless and depends on the preset threshold speed. They reported that, in page flipping mode, navigation making use of spatial memory, a strong human ability, is possible. They also tested a function for backtracking during page flipping in cases when the desired page was skipped, but they found that the function caused operational complexity and was relatively ineffective.

Ishak and Feiner described a scrolling method that depends on the content characteristics [66]. The speed of scrolling and zooming automatically changes in accordance with the context of the content. For example, if a document with two columns is being read, the scrolling operation is supported by a function for automatically jumping from the bottom of the left column to the top of the right column.

Improving the scrollbar has been another topic of interest regarding scrolling. In one
study, a rubber band metaphor was used to control the scroll speed [96]. The speed changed with the distance between the pointer and the scrollbar slider. When the user drags the slider, the speed of scrolling is the same as that of the slider. When the user drags somewhere else in the scrollbar area, the speed of scrolling is higher the greater the distance between the mouse pointer and the slider. This enables more precise pointing to the desired contents because the closer the target content comes to the screen, the lower the scrolling speed. This avoids the problem with conventional scrolling in which the content presentation changes rapidly with small movements of the slider.

The Alphaslider [4] works in a similar manner. The scroll speed depends on which part of the slider is dragged. For example, if the upper part of the slider is dragged, the scroll speed is high and the contents are switched roughly (200 items per unit of slider movement). If the lower part is dragged, the scroll speed is low and the contents are switched one by one.

Using a tilting device for scrolling and other operations has also been proposed. Rekimoto proposed the use of device tilting as an interaction technique for small mobile devices [118]. Menu selection, map browsing, and 3D object viewing are performed by tilting the device, and all can be done with one hand. Poupyrev et al. investigated the use of tilting combined with tactile feedback produced by device vibration [117]. They found that the tactile feedback is an effective way to let the user perceive the scroll speed or realize that the target contents are approaching.

**Placement of this Study**

The pioneering studies on “information scent” and “information foraging” investigated the effects of Web page design on information retrieval. Our study aims to clarify the mechanisms people use to retrieve information to enable us to develop better user interfaces. Most previous studies focused on the functions or design of the user interface itself, not on the effect the target contents have on using the interface. We focused on how the contents affect a person’s use of an interface. We found that memory is a big factor affecting scrolling behaviors. And rather than define a rule or function between operations and content presentation, we aimed to reflect the user’s intention or the situation in the content presentation. We clarified the mechanisms people use to retrieve information and explored the possibility of using them as a basis for novel computer-human interaction techniques.

### 2.3 Hypothesis

#### 2.3.1 Degree of Memorization and Operation Patterns

In this study, we investigated the relationship between memory and retrieval behavior by conducting a user study in which users retrieved target photos using scrolling. The
scrolling speed was controlled by the user and was not constant during the retrieval process. The identification numbers on the photos scrolled through were recorded, and the number of photos scrolled through per time unit was used as a measure of the scrolling speed. The speed varied with the operation pattern, for example, how long keys were pressed or the speed at which the slider was moved. We hypothesized that the shape of the scrolling pattern (Figure 2.2) depends on the user’s memorization of the target contents and that the patterns can be categorized on the basis of their shapes.

The time it takes to find a target photo in a folder and the psychological load are affected by how well the searcher remembers the contents of the folder and their order. This means that the scrolling patterns for well-memorized photos should differ from those for poorly memorized ones. The memorization can be affected by both the features of the contents, that is, the contents themselves and their overall relative positions. We investigated the relationship between the degree of memorization of the contents themselves and their relative positions, and the patterns of operations used to retrieve them.

2.3.2 Photo Type, Ease of Memorization, and Operation Pattern

Though a computer cannot directly calculate the degree of a person’s memorization, there is a relationship between the degree of memorization and the features of the contents that a computer can calculate. There are characteristic differences between photos that tend to be well memorized and those that are not. A series of photos with the same theme taken on nearly the same date or at the same time can usually be easily distinguished in a folder of photos. Photos with strong features such as tone or composition can also usually be easily distinguished. Thus, in this study, we categorized the target photos into three types before conducting the user experiment: “series,” “impressive,” and “featureless.” We investigated the relationship between photo type and ease of memorization and between photo type and operation pattern.
2.4 User Study

We conducted a user study to collect data on scrolling patterns, which are plots of time-ordered data reflecting scrolling position (photo ID) and velocity. Using this data and answers to a questionnaire, we analyzed the information-retrieval strategies used to search for target photos by scrolling, a fundamental method of operation.

The participants were asked to find a target photo from among 200 photos using two types of operation.

- Operation 1: Use only left and right arrow keys on keyboard to scroll.
- Operation 2: Use only mouse movements to drag scrollbar slider.

Eight people (two women and six men, 25 to 42 years old) familiar with computer operation participated. Photo browsing software was run on a desktop PC (Epson, Intel Core 2 Duo, 2.2 GHz, 1 GB of RAM, 256 MB of graphics memory) with a 24-inch display (Dell). The photos were presented in one dimension horizontally across the middle line of the display (Figure 2.3). A fixed cursor was presented at the center of the display, and three photos were shown at once. The target photo was shown in the upper-center area (Figure 2.3 (a)). The upper-left area (correct picture area) was for showing the results of searching. It was colored in gray until the target photo was found. When the photo was found, it was displayed in that area (Figure 2.3 (b)). A scrollbar was presented at the bottom of the display. The participants scrolled through the photos by dragging the slider (red circle) using the mouse (in operation 2). They could also scroll by pressing the left and right arrow keys on the keyboard (in operation 1), and the slider moved in accordance with how the keys were operated. In both cases, the slider indicated the position of the photo currently located at the cursor position.
There were five steps in the experimental process.

1. We gave the participants (one at time) 3 min to memorize the features of a total of 200 photos and their order.

2. The participant then pressed the Enter or Tab key to start searching. The target photo was displayed, and the timer started. The participant scrolled by pressing keys (in operation 1) or dragging the scrollbar slider (in operation 2) to find the target.

3. The participant pressed the Enter or Tab key again when the target photo was apparently found. If the photo was the target one, the task was accomplished and the timer stopped. If not, the left-upper area remained gray, a beep was sounded, and he/she resumed searching.

4. After the participant found the target photo, he/she answered three questions on a questionnaire.

5. Each participant repeated Steps (1) to (4) for 12 photos, once using keyboard operation and once using mouse operation, i.e., 24 tasks in total.

Each task was started and stopped when the participant pressed the Enter or Tab key. Use of the Tab key avoided the loss of time when mouse operation was used because the mouse could be operated with the right hand and the Tab key could be pressed with the left hand. Since the arrow keys and Enter key are close together, not much time would be lost when switching from pressing the arrow keys to pressing the Enter key with the right hand.
Each time the participants finished a task, they were asked to write their answers to three questions (Figure 2.4). The first question (“Did you remember the photo itself?”; “yes” or “no”) was used to investigate the effect remembering the photo itself had on the operation pattern. The second question (“Did you remember its position?”; “yes (accurately),” “yeah (mostly),” “no (but remembered during the operation),” or “no (not at all)”) was used to investigate the effect remembering the photo’s position had on the operation pattern. The difference between Q1 and Q2 was “position.” Someone may remember the photo itself and the position as well. Others may remember the photo itself but not the position. The operation strategies may be different between these two. The third question (“Did you find it where you expected it to be?”; “yes (exactly)” or “no (different)”) was used to confirm the accuracy of their memory. From the results of the last two questions, we defined a “memory score,” which represented how memorable the photo was.

The potential targets were 200 photos taken with a digital camera. The same 24 of these photos were used as retrieval targets, and they were presented in the same order to all participants. The 24 photos were categorized into three types (Figure 2.5). The “series” type included photos that had been taken in close succession and had the same theme. The “impressive” type included photos that had strong, easily remembered features. They included photos that were striking in some way, such as photos with strong tones, an interesting composition, or a strange object. The “featureless” type included photos that were not in a particular series and had no strong features. For example, a photo between one series and another series could be of this type.

In the experiment, we recorded the identification numbers of the photos located at the fixed cursor position during each time unit (100 ms). We then derived the velocity
from the changes in position. The entire time it took to find the target photo was also measured. When keyboard operation was used, the key-pressing events (keys up or down) were also recorded.

2.5 Results

2.5.1 Classification of Scrolling Patterns

We gathered scrolling-pattern data, i.e., the ID numbers of the photos scrolled through (i.e., the scrolling position) and the derived velocity of scrolling for the eight participants for both the keyboard and mouse operations. Some of the patterns had a similar shape even though they were for different target photos or were for different participants. This indicates that the scrolling patterns can be classified using several typical patterns and their combinations. We used four typical patterns for each type of operation to classify all the patterns. As shown in Figures 2.6 and 2.7, the patterns comprised two plots: position (ID) vs. time and velocity vs. time. The original velocity curves tended to zigzag quite a bit due to the way they were derived, so we smoothed them by using a simple moving average. The patterns in the figures are for actual data obtained from the user study.

Scrolling Patterns for Keyboard Operation (Figure 2.6)

**Approach**  The user continued pressing (key down) an arrow key until the target photo appeared. He/she then stopped pressing and started to tap the key to scroll slowly until the target photo was reached. That is, he/she approached the target at high speed by continuously pressing a key and then slowed down. The slope of the position plot is initially steep, and then it becomes gentle near the target; the velocity plot forms a trapezoid.

**Pass-by**  The user continued pressing an arrow key until the target photo had been passed. He/she then stopped pressing and started to tap the key for moving in the opposite direction to scroll slowly back to the target photo. That is, he/she approached the target at high speed, passed the target, stopped suddenly, and returned to the photo. The slope of the position plot is initially steep, and then it becomes gentle with opposite inclination; the velocity plot forms a trapezoid.

**Tap**  The user scrolled by continuously tapping an arrow key. That is, he/she operated slowly and certainly by tapping a key. The position plot remains fairly steady, and the velocity plot has a very gentle slope.

**Alternate**  The user alternated between continuously pressing an arrow key and tapping an arrow key. That is, he/she periodically repeated high- and low-speed moving. The position plot has steps, and the velocity plot has spikes at semi-regular intervals.
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Figure 2.6: Typical scrolling patterns for keyboard operation.
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Figure 2.7: Typical scrolling patterns for mouse operation.
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Scrolling Patterns for Mouse Operation (Figure 2.7)

**Approach**  The user initially dragged the slider quickly over a long distance, scrolling through numerous photos until the neighborhood of the target photo was reached. He/she then slowly searched through the neighboring photos until reaching the target. That is, he/she approached the target at high speed in one stroke and then carefully adjusted the position. The position plot has a very steep, almost vertical, slope, and the velocity plot has one sharp peak near the beginning and then remains flat. This is similar to the “approach” and “pass-by” patterns in keyboard operation.

**Jump**  The user alternated between suddenly and rapidly moving the slider over a long distance and moving it very slowly until the target was reached. That is, he/she randomly changed the base position for retrieval by jumping long distances at once. Both the position plot and the velocity plot have discrete sharp peaks. This is a characteristic pattern of mouse operation and is not found in keyboard operation.

**Move-slowly**  The user moved the slider slowly and continuously until reaching the target. That is, he/she operated slowly and certainly by dragging the slider. The average speed of scrolling was very low. The position plot remains fairly steady, and the velocity plot has a very gentle slope.

**Alternate**  The user alternated between moving the slider over long and over short distances (or stopping). That is, he/she periodically repeated high- and low-speed moving. The position plot is stepped, and the velocity plot has spikes at semi-regular intervals.

We then defined representations for all the scrolling patterns. For example, if the scrolling pattern was simply “approach”, (approach, pass-by, tap, alternate) was represented as (1,0,0,0). If the pattern included both “pass-by” and “tap,” it was represented as (0,1,1,0). The former representation is interpreted as “approach 100%” (i.e., the rate of use was 100%); the latter is interpreted as “pass-by 50% and tap 50%” (i.e., the rates of use for both patterns was about 50%).

2.5.2 Degree of Memorization of Photo Itself and Operation Patterns

In the questionnaire (Figure 2.4), we asked the participants whether they remembered the target photo itself. Using the answers to Q1 and the scrolling pattern representations, we identified the relationship between the degree of memorization of the photo itself and the operation pattern. As shown in Figure 2.8, finding unremembered photos took longer, and the difference in retrieval times is consistent with it being more difficult to find unremembered photos than to find remembered ones.

**Answer to Q1 and Keyboard Operation**

As shown in Figure 2.9 (a), the participants who answered “yes” to Q1 for keyboard operation used the “approach” and “pass-by” scrolling patterns at a combined rate of
Figure 2.8: Time for retrieving.

Figure 2.9: Details of operation.
about 50%. Those who answered “no” used them at a combined rate of about 25%. This is consistent with the idea that a user who remembers the target photo will tend to scroll quickly because he/she can catch a rough impression of it even when the photos are scrolled rapidly. Additionally, a user who remembers the position of the photo can move toward it without straying. A user who does not remember the photo has no clues for finding it and will thus tend to scroll through the photos more slowly, with more dependence on visual feedback.

Answer to Q1 and Mouse Operation
As shown in Figure 2.9 (b), the participants who answered “yes” to Q1 for mouse operation used the “approach” scrolling pattern at a rate of about 45%, while those who answered “no” used the “jump” pattern at a rate of about 35%. That is, someone who remembers the target photo can approach the target with one long movement. Someone who does not basically scrolls slowly, and, if he/she cannot find the target, he/she changes the base retrieval position by scrolling a long distance in one stroke. That is, they jump to a new position and start searching again slowly.

2.5.3 Degree of Memorization of Photo’s Position and Operation Patterns

We have seen that differences in remembering the target photo caused significant differences in operation patterns and retrieval times. Next, we focus on the effect of remembering the target photo’s position rather than the photo itself because this information could prove useful in finding the photo. The scrolling patterns for “remembering the photo but not the position” should differ from those for “remembering the photo and the position as well.” We thus analyzed the representations for Q2 (“Did you remember its position?”) for those participants who answered “yes” to Q1.

Figure 2.10 shows the retrieval time for each pattern. The participants who did not remember the position of the target photo (Q2: “no”) even though they remembered the photo itself (Q1: “yes”) took more than twice the time to find the photo than those who gave one of the other three answers.

Characteristic Tendencies for Keyboard Operation
As shown in Figure 2.11 (a), the rate of using the “approach” scrolling pattern for keyboard operation was significantly reduced when the degree of memorization was lower. That is, the more accurately the participant remembered the position, the easier it was for him/her to recognize when he/she was close to the target. He/she was able to move directly and rapidly toward the target because he/she knew where it was. As he/she approached the target, he/she slowed down to be able to stop directly at the target. Interestingly, when the answer to Q2 was “yes” i.e., the user remembered the position exactly, the “tap”
scrolling pattern was not used. The basic strategy was to keep pressing the arrow key and moving quickly until the neighbors of the target were reached.

The characteristics for users who answered “yeah (mostly)” or “no, but remembered” to Q2 were similar. In particular, the percentages for the “pass-by” pattern were high. This was because it was more difficult for them to recognize when they were close to the target because they approximately rather than accurately remembered the position. They could find the photo visually because they knew the photo itself, so, when they found it, they immediately stopped moving and went back to the target.

When they did not remember the position (Q2: “no”), the percentage for the “alternate” pattern was more than 50%, and the two “keep-on pressing” patterns (“approach” and “pass-by”) had the smallest percentages. This can be interpreted to mean that these participants used a “probabilistic” search strategy. That is, by periodically changing the “base” position of retrieval, they hoped to more quickly approach and reach the target.

**Characteristic Tendencies for Mouse Operation**

As shown in Figure 2.11 (b), when the participants remembered the position of the target exactly (Q2: “yes”) or almost exactly (“yeah”), the rate of using the “approach” pattern for mouse operation was close to 50%. The “jump” pattern was virtually unused, especially for “yes.” This means that, when the participants knew the position of the target, they moved toward it without hesitation. If they did not initially remember the position but remembered it during the operation (“no, but remembered”), the rate of using the “approach” pattern was lower, and that of using the “jump” pattern was higher. The “jump” pattern was also used by those who answered “yeah”. As evident in the figure, the lower the degree of remembering the position, the higher the rate of using the “jump”
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and “move-slowly” patterns. However, when the participants did not remember the position at all (Q2: “no”), the “jump” pattern was not used, and the rate of “move-slowly” was close to 50%. This can be interpreted to mean that, when a participant roughly remembered the position, he/she used the strategy of frequently changing the base position of retrieval, aiming to accidentally and probabilistically find a location near the target. And when they did not remember the position at all, they used the strategy of slowly searching from one end of the photo list one-by-one.

As we have seen, the operation patterns varied with the degree of how well the target’s position was remembered. In keyboard operation, when the participants remembered the position accurately, the typical pattern used was “approach”; when they remembered the position approximately, it was “pass-by”; and when their memory was poor, it was “alternate.” In mouse operation, when they remembered the position exactly, the typical
pattern used was “approach”; when they remembered the position approximately, the “jump” pattern had a larger rate; and when their memory was poor, “move-slowly” was dominant.

In short, there is a relationship between the degree of memorization and the operation patterns used. Next, we discuss the relationship between the degree of memorization and the features of the photos. That is, what kinds of photos are easy to memorize and what kinds of photos are difficult? To evaluate this ease of memorization, we defined a measure.

### 2.5.4 Types of Photos and Operation Patterns

#### Memory Score

We defined “memory score” ($MS$) for evaluating the ease with which the photos were memorized. It was calculated for the photos for which the answer to Q1 was “yes.” $MS$ makes use of the answers for Q2 and Q3 and is defined as:

$$MS_{i,j} = \begin{cases} 3 \times q_{1,i,j} + 2 \times q_{2,i,j} + 1 \times q_{3,i,j} + 0 \times q_{4,i,j} & \text{(if answer to Q3 was “yes”)} \\ 0 & \text{(if answer to Q3 was “no”)} \end{cases}$$

where $i$ stands for participants and $j$ stands for photos. The $q_{1,i,j}, q_{2,i,j}, q_{3,i,j},$ and $q_{4,i,j}$ are the answers to Q2 (“yes,” “yeah,” “no, but remembered” and “no”) and took a value of one if they corresponded and 0 if they did not. The more accurately the participants remembered the position of the target photo, the higher the score that was awarded. If the answer to Q3, which was to confirm how accurately they remembered the position after finding the target photo, was “no,” a score of 0 was given because their memorization was not accurate. The higher the $MS$, the easier it was for participant $i$ to memorize photo $j$.

The average $MS$ for each photo type we used in the experiment (Figure 2.5) is shown in Figure 2.12. The “series” photos tended to have higher scores, and the “featureless”
ones tended to have lower scores. The results show a correlation between photo type and MS, i.e., ease of memorization.

We have seen that the operation patterns varied with the degree with which the photo itself and its position were remembered. Since the degree of remembrance is affected by the photo type, there must be a correlation between photo type and patterns used. This is supported by the finding that it took longer to find featureless photos (Figure 2.13).

**Photo Type and Keyboard Operation**

As shown in Figure 2.14 (a), when searching for “series” photos, the participants used the “approach” scrolling pattern at a higher rate than for the other two types of photos. This can be explained in the sense that, when searching for a “series” photo, it was easier for a participant to recognize when he/she was in the neighborhood of the target photo even when they approached it quickly because the similar photos in the series were easily recognized. It was surprising to find that the “alternate” pattern had the highest rate (\(\sim 40\%\)) for “series” photos. This could be because, when the participant did not remember the position of the series, he/she searched for the series of photos that included the target at a medium scrolling speed (not quickly by continually pressing the key, and not slowly by using the “tap” pattern). This would be more likely to happen when the series containing the target photo contained only a few photos, and the target photo itself was “featureless.” When searching for “impressive” photos, the participants used the “pass-by” pattern at a rate of about 60%. This was because the “impressive” photos could be memorized more accurately, enabling the participants to move directly and quickly toward the target photo. However, since the target was not in a series, it was difficult to recognize when they were near the target so that they could slow down. They passed the target and then went back. The “tap” pattern was used more often to search for “featureless” photos. The participants tended to search for the target by scrolling slowly from one end
of the photo list photo-by-photo because they had few clues for recognizing the photo.

**Photo Type and Mouse Operation**

As shown in Figure 2.14 (b), the mouse operations used to search for “series” and “impressive” photos were mostly the same. In both cases, the “approach” pattern, i.e., moving the slider rapidly over a long distance toward the target, had a rate of about 50%. The difference is that the rates for “move-slowly” and “alternate” were reversed between “series” and “impressive.” For “series,” the rates were about 13 and 24%. For “impressive,” they were about 26 and 15%. This indicates that, when the participants did not know the whereabouts of the target photo accurately and searched for a series of photos, they tended to use “alternate,” so the average scrolling velocity was medium. When they searched for a single impressive photo without knowing its whereabouts, they tended to use “move-slowly,” so the average velocity was low. For “featureless” photos, the rates for “jump” and “alternate” were higher (∼21 and ∼32%). The search strategy was to increase the
2.6 Discussion

2.6.1 Effects of Type of Photo and Degree of Memorization

We have seen that different scrolling patterns were used depending on the degree of memorization of the target photos and of their positions in an arrangement. There was also a relationship between the type of photo and the degree of memorization. This relationship was used to define a rule combining the patterns of operations and the type of target content. The differences in the scrolling patterns can be interpreted as differences in information-retrieval strategies.

In our user study, we found some typical patterns of operations (Figure 2.15). The “approach” and “pass-by” patterns observed for keyboard operation were consistent with the “approach” pattern observed for mouse operation. They were generally used to search for well-memorized photos that were either in a “series” or “impressive” and were not used much to search for poorly memorized “featureless” photos. For “series” photos, the searcher tended to slow down and stop at the photo. For “impressive” photos, the searcher tended to go past the target and return to it. The “tap” and “move-slowly” patterns observed in keyboard and mouse operations, respectively, were used to search for unfamiliar photos (poorly memorized and/or “featureless”).

The interesting and unexpected patterns we found were “alternate,” observed for both probability of finding a neighbor of the target by changing the retrieval base periodically or by suddenly beginning to move the slider.
keyboard and mouse operations, and “jump” for mouse operation. The “alternate” pattern was used for retrieving poorly memorized photos, especially in keyboard operation. The “jump” pattern was correspondingly used in mouse operation. It tended to be used to search for poorly memorized, “featureless” photos. With the “alternate” and “jump” patterns, the participants used a similar strategy for finding unfamiliar photos. They changed the base position of retrieval, aiming to accidentally and probabilistically come close to the target. The difference between the two is that with “alternate,” the participants changed their base position periodically and generally continued scrolling in the same direction. With “jump,” they changed the base position suddenly and did not necessarily continue scrolling in the same direction, so that the position (photo ID) plot zigzagged (see Figure 2.15).

2.6.2 Effects of Incorrect Memorization and Position Confusion

There were several cases in our user study in which the participant remembered an incorrect position or was confused about the position and made a comment about it on the questionnaire.

1. “I quickly searched forward and backward when the target was not where I thought it was.”

2. “I was confused by the positions of similar photos.”

In the first case, the participant first moved quickly to the incorrectly remembered position and then moved gradually while changing directions. As shown in Figure 2.16 (a), the position (photo ID) plot zigzagged a bit and was uneven, and the velocity plot was uneven and had regular spikes.

In the second case, when the participant reached the incorrect position, he/she stopped scrolling for a moment. Apparently, he/she was momentarily confused by the similarity between the target photo and the one at which he/she stopped (here, a small girl with a pink hat). The similarity could be used to form a “series” of photos, but here it simply was a trap because the photos were ordered without taking their similarities into consideration. As shown in Figure 2.16 (b), the position (photo ID) plot was like the combination of “pass-by” and the velocity plot consisted of multiple (in this case two) trapezoids.

2.6.3 Effect of Arrangement Order

We have seen that different information-retrieval strategies were used for retrieving different types of photos and for different degrees of memorization. The correlation between the degree of memorization and the scrolling patterns used seems to be especially significant. We received several useful comments regarding photo memorization. For example,
1. “I memorized the photos on the basis of the clothes the people wore or the season.”

2. “I knew that the target photo was not in the latter half of the photo list, even though I did not remember the photo itself. The target photo showed some houses, and although I did not remember any pictures with houses, I did recall that there were no photos with houses in the latter half of the photo list, only ones with beautiful beach scenes.”

The first 100 of the 200 photos used in the experiment were taken in May, and the other 100 were taken in October. People with short-sleeved shirts or trees with green foliage were included in the photos taken in May, reflecting the season becoming warm. Likewise, people with long-sleeved shirts or trees with foliage that had turned red were included in the photos taken in October. Comment 1 indicates that the participant had memorized photos by using a mental model of clothes and seasons. That is, a sense of the season of the photos was mapped onto the flow of time for all 200 photos and was used to estimate the position of the target photo. Comment 2 indicates that the position of the photo could be deduced even when the participant did not remember the photo itself. The participant searched for the photo by comparing it with the order or atmosphere of all the photos to estimate its position. These comments indicate that we make use of a mental model reflecting the atmosphere of all the photos, focusing on their features and order, rather than memorizing each photo exactly. If the order of photos is changed, the atmosphere generated by the whole collection of photos is also changed. This can change the scrolling patterns or time it takes to find the target photo. In future work, we intend to analyze the correlation between a change in photo order and the change in scrolling patterns.
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The comments we received reflect the human ability to grasp, manage, and memorize objects and information spatially. For example, we can locate desired object, say a document, on a messy desk because we grasp its whereabouts in our brain. Comment 1 indicates that we memorize the information on a time axis using time as a key. Comment 2 indicates that we can more easily recall contents that are memorized spatially. We hypothesize that not only by classifying the scrolling patterns but also by using how contents are spatially and temporally arranged, we can achieve a better understanding of how people retrieve information.

2.6.4 Possible Algorithms for User Interface Design

Our ultimate goal is to understand the mechanisms people use to retrieve information and to establish a method for designing user interfaces based on that understanding. In the study described in this chapter, we investigated fundamentals of these mechanisms. We showed that it is possible to extract a principle of information retrieval that is based on memorization and to develop an algorithm for adapting user interfaces to human’s behaviors. For example, an algorithm could be constructed that causes only photos in a series with high memorization potential to be presented with emphasis when a user scrolls through the photos rapidly and that causes featureless ones with low memorization potential to be presented with emphasis when the user scrolls slowly. Though this example is rough and the details must be worked out, if such algorithms were established, we could design interaction methods based on the natural behaviors of people rather than simply defining functions that treat the relationships between the various factors and the search behaviors in the same way.

2.7 Remarks

We have demonstrated that the scrolling patterns used for retrieving photos differ significantly depending on how well the searcher memorizes them and their positions in the arrangement. We also demonstrated that a photo’s characteristics affect the degree to which it is remembered. The difference in scrolling patterns can be interpreted as a difference in strategies for retrieving information. It could be possible for applications to determine a user’s intentions or situation by dynamically identifying the operation patterns used and to automatically display appropriate information at the right time. Such an interface, based on the mechanisms used by people to retrieve information, should provide more natural interaction between people and computers.
Chapter 3

A Bendable Device for Browsing Contents Using Metaphor of Leafing Through Pages

3.1 Sensibility-Oriented Interface

In the digital world, there is a rich variety and large amount of information. Thanks to the various types of information terminals such as desktop PCs and mobile devices, we can easily retrieve this information. As many studies have shown [126, 95], digital technologies have many advantages; for example, information can be updated regularly, related pieces of information can be linked to each other, and information can be browsed remotely.

However, to enjoy the contents in the digital world, we have to use special interfaces designed for information appliances. Most user interfaces are based on the WIMP-style GUIs (windows, icons, menus, pointing devices) widely used on desktop computers. Therefore, users who are familiar with computers can usually access this information without much trouble. Unfortunately, these conventional interfaces are not necessarily convenient for all users, and there are many cases in which the user must endure some unpleasantness while navigating digital contents. For example, in the home, a person can store many recordings of TV programs, digital camera photos, videos taken with a home video camera, and downloaded audio tracks on large-capacity hard disk drives in HDD recorders or PCs. Storing, retrieving, and enjoying these contents requires the operation of a remote control, a graphical user interface, a keyboard, a mouse, etc. However, the accessibility to the desired contents and the pleasantness of operation are affected by the quality of the user interface. For mobile devices, navigating contents is more difficult even for users who are familiar with computers. Because of the restrictions on screen and device size, user interfaces for desktop appliances are not appropriate for mobile devices. Even though
mobile devices can be operated using buttons, a touch panel, and/or a stylus, these interfaces are still too troublesome for many users, especially ones who are unfamiliar with using such devices. Users may have to press a series of buttons to reach the contents they want, and they can easily lose their way while doing so.

Various post-WIMP interface techniques have been proposed. One approach is to use a real-world-oriented interface in which a physical object is used as a metaphor for accessing digital information in a manner that is similar to a real world action. Particularly promising are tangible user interfaces [67]. They enable the operator to access digital information by directly grasping a real object and manipulating it. However, many of the interfaces studied use only the way a physical object is handled as a metaphor. They do not recreate the unique feelings generated when actually handling the object. As a result, some of them are not easy or comfortable to use though they may create a new feeling.

We think it is important to take the unique feelings into consideration when designing user interfaces for accessing the digital world using natural behaviors. We can make not simply “tangible” user interfaces but “sensibility-oriented” ones once we deeply understand the essential qualities of these unique feelings and apply them to designing interfaces. In this study, we did not simply mimic the physical objects in the development of content browsing interfaces but also endeavored to give the user the ability to actually feel the operation.

Books, the traditional information medium, not only offer the better legibility of paper compared with a computer screen but also several advantages, as Sellen et al. pointed out [126, 95, 111, 1]. For example, quick and flexible navigation is one of the affordances of a paper interface. Users can grasp the quantity and contents of documents by leafing through the pages of a book or a stack of documents. Marking up documents or annotating the pages of a book is another affordance of a paper interface. Taking notes regarding the contents of a book while reading it helps in understanding the contents. We focused on one affordance in particular, the pleasant feeling created by leafing through the pages of a book. The physical tangibility of the pages in a book and the simplicity of the page turning generate a pleasant feeling for most people. As a reader turns the pages, he/she can feel their elasticity and the friction they create as they pass under his/her finger or thumb.

People tend to be good at recalling object locations memorized spatially, and we make use of this ability when we read a book. For example, the order of the pages or the positional relationship between pages gives a sense of guessing where the desired page is. The thickness helps the reader to grasp the total size of the contents. It also helps the reader to guess the position of the desired page and to directly open to a page close to it. It is difficult to grasp the spatial position of digital data or the spatial relationship between them using the conventional user interfaces on computers and information appliances. For
example, someone following the links on Web pages may find it difficult to rediscover (re-open) the pages found along the way or to organize several interesting pages that were found.

We thus designed an interface based on the metaphor of turning pages in a book. It enables users to interact with a computer without using a mouse or keyboard, which were designed for computer operations. We applied this intuitive user interface to digital content browsing. Using our Bookisheet interface, which consists of two thin plastic sheets, bend sensors, and pressure sensors, a user can easily scroll digital contents such as photos or Web pages by bending one side of the sheet or the other, and rubbing along the edges. This action provides a tangible and pleasant sense, like turning pages in a book. Bookisheet can be used not only as an interface for conventional information terminals but also as one for flexible displays.

Flexible displays (for example, [116, 41]) are particularly attractive for applying the book metaphor interface. The technologies supporting flexible displays have been well studied and have rapidly advanced [122, 82, 60, 108] though they have not yet become widespread. Nevertheless, they will likely gain wide acceptance, so investigating novel interaction techniques is worthwhile. Our Bookisheet interface can be applied immediately when flexible displays become practical.

The rest of this chapter is organized as follows. Section 3.2 describes related research in several areas. The basic idea of our research is described in Section 3.3, and developed prototypes are explained in Section 3.4. After introducing several applications for our device in Section 3.5, we present the results of our evaluation in Section 3.6. In Section 3.7, we discuss several aspects of this research.

3.2 Related Work

In this section, we introduce research related to our work from several aspects. First, research that compares the digital and physical worlds is summarized. Studies on paper interfaces motivated us to explore the possibility of using a book as a metaphor for digital content browsing. Next, studies on user interfaces using the interaction manner of handling paper or books are described. Then, studies on linking a physical book with digital information are introduced. Since flexible displays are within the scope of our research, the technological progress in flexible displays is summarized and several studies on user interfaces using flexible displays are described. Studies on content viewer applications using the book metaphor, i.e., e-book reader devices, are also summarized. Finally, the placement of our research in relationship to these related studies is described.

Digital vs. Real

Real-world-oriented user interfaces aimed at accessing the digital world using interactions
similar to handling real objects have been well studied. Ishii et al. described a tangible user interface [67], and many user interfaces using physical objects as a controller in the digital world have been proposed. These studies made use of the affordances [48] of physical objects for intuitively accessing digital information. “Affordance” means an aspect of an object which makes it obvious how the object is to be used, and Norman pointed out its importance in designing objects used in our daily lives [110].

The paper interface has often been used as a typical physical object and compared with digital technologies. Sellen and Harper observed and analyzed how paper documents are handled in offices to determine why paper is still being so much despite the advent of paperless technologies [126]. They identified several affordances of paper and digital technologies.

**Affordances of Paper**

- Quick, flexible navigation through and around documents.
- Reading across more than one document at once.
- Marking up document while reading.
- Interweaving reading and writing.

**Affordances of Digital Technologies**

- Storing and accessing large amount of information.
- Displaying multimedia documents.
- Fast full-text searching.
- Quick links to related materials.
- Dynamically modifying or updating contents.

According to the results of their analysis, the main advantage of the paper interface is its free navigation and ease of being written upon. By leafing through the pages of a book or a stack of documents, a reader can easily grasp the total size of the contents, get an overview of them, and determine the position of interesting information. By annotating the pages, sometimes referencing multiple documents at the same time, the reader can better understand the contents. The disadvantages of the paper interface include the lack of remote access, the difficulty of updating the contents, and the impossibility of presenting movies.

In contrast, the advantage of digital technologies is the ability to handle large amount of information. By using the Internet, a user can access a large, virtually infinite, amount of information. Multimedia information including text, photos, movies, and music can be found. The disadvantages of digital technologies include the limitation of the methods
and area of operation, and interruption of on-going work due to manipulating the widgets of the user interface. A user has to, for example, use a mouse to drag the slider on a scrollbar in order to browse the non-displayed contents or pull down menus and click on labels to execute other functions.

Marshall et al. investigated how people read magazines and found that “lightweight navigation” and “multiple-page turning” are the big differences between reading them on paper and on digital information appliances such as e-book readers [95]. Lightweight navigation represents a user’s unconscious behavior while reading a physical magazine such as folding pages to hide a distracting page or part of the article, digressing from the flow of the text, and looking away from the advertisements. It is difficult to perform lightweight navigation on digital devices—a user has to zoom to part of the document consciously and then read the contents in order, linearly. With a physical magazine, the reader can turn multiple pages rapidly or turn several at once, helping him/her grasp the total number of pages and the relative positions of pages of interest. He/she can then easily find desired articles without using the table of contents. With a digital device, the reader can browse the contents rapidly as well, but cannot easily grasp the overview of them. Marshall et al. argued that it is important to apply not only the advantages of digital technologies such as hypertext but also the pleasant feelings created by lightweight navigation when designing user interfaces for digital appliances.

Terrenghi et al. investigated the differences between the behaviors on a digitally enhanced tabletop interface and those on a normal physical desk [135]. Their motivation was to determine whether imitating the real world is best for developing interfaces for ubiquitous computing. In their user study, they compared the operations supported by a multi-touch input tabletop display and by a physical desk. The tasks were retrieving and rearranging pieces of a puzzle or photographs, which were printed on paper-like cards or as digital images of the same size and presented on the tabletop display. They measured the time for completion. They also recorded movies of how the users operated and analyzed the movies. They found that the users tended to use only their dominant hand to operate the digital multi-touch display. Even when a user used both hands, he/she moved them symmetrically. In contrast, they tended to use both hands asymmetrically when handling the printed photos on the physical desk. Their findings demonstrate that a digital device that imitates a real-world object is not always used in the same manner as the actual object.

Using Affordances of Paper Interfaces

Fishkin, Harrison et al. investigated interfaces for mobile devices such as PDAs and e-book readers using the metaphor of turning pages or cards [45, 54]. They simulated the turning of pages by having the user press sensors at the upper corners of the frame of a device. They also explored the use of tilting to scroll menus, using the metaphor of turning cards
in a binder. They also proposed an interaction technique to annotate digital documents in a manner similar to writing notes in the margins of a book. They generated the margin by shifting the displayed digital document toward the grabbed side of the device—when the user grabbed the left side of the device, the document was scrolled leftward and a margin was generated on the right. They made several interesting discoveries.

- The pressure placed on the upper edge must be small for turning pages comfortably.

- The sound effect of page turning was turned off by most users because they interpreted it as noise.

- The tilting operation for scrolling must be ended by another gesture such as squeezing, not by returning the device to the normal (default) tilting position to prevent passing-by the target.

They used a “pressure strip” to measure the pressure along the width of the display in order to recreate the effect of the thickness of a book. When the user touched the left edge of the strip, the first page was presented; when he/she touched the right edge, the final page was presented; and when he/she touched the middle, a page near the middle of the book was presented. In this way it was possible to not only turning pages one by one but also to turn pages in chunks.

Schilit et al. investigated the enhancement of the reading experience with digital devices by using the annotating affordance of paper, e.g., underlining, highlighting, and writing comments on the document [123]. With their XLibris device, operations such as retrieving information, filtering, and sorting can be done by linking annotated information made with a pen tablet. They investigated ways of using both the paper interface’s affordance of freely making annotation and the digital technologies’ affordance of linking information freely.

Chen et al. examined interaction techniques for electronic books with dual displays [30]. The operations of two small displays joined together are mapped to those of an actual book, and the pages are flipped by fanning one of the two displays toward the other. They attached an accelerometer to each display, which are hinged together, to distinguish three modes: side-by-side (hold with pages opened), back-to-back (one page is folded behind the other), and detached (two displays are detached). For example, the document size is changed by switching from side-by-side to back-to-back mode, and pages are turned by flipping the device in back-to-back mode or fanning one display in side-by-side mode. This research is an example of applying lightweight navigation [95] to e-book readers. The operations for one page were simulated well, but those for multiple pages were not.

Siio and Tsujita proposed an interaction technique for handheld devices such as PDAs that is based on the metaphor of a paperweight [129].
in the real world, the paper slips if there is no weight on it. In their technique, operations on content by stylus differ depending on the position of one’s palm. For example, a photo is rotated if one’s palm is on the device, but it is scrolled if the palm is in the air.

Studies on using the affordances of a book as a bridging interface between the real and digital worlds have been done. Because a book is a traditional information medium familiar to most everyone, there have been studies on the use of paper as an interface for people unfamiliar with computers [38, 29]. For example, Davidoff et al. proposed a book-like device for supporting people who are unfamiliar with computers to enable them to send e-mails [38]. Each step in sending an e-mail is mapped to a page, and a user sends an e-mail by simply turning the pages and following the instructions on each page, just like reading a book page-by-page. Another method proposed for supporting people who are unfamiliar with computers enables them to execute computer tasks by scanning pages with bar-codes corresponding to each step in a task [29].

**Linking Paper and Digital Information**

Another approach to bridging the digital and real worlds goes beyond simply using the paper or book metaphor to actually linking the two worlds.

There have been studies on the use of a pen device, another familiar object, together with physical paper as an interface. As digital pen technologies have advanced, interaction techniques for their application have become more sophisticated [107, 127, 88]. Using these techniques, a user can, for example, manipulate a digital file such as a PowerPoint file by annotating physical printouts of the file with a pen. The user can also carry around actual paper documents linked to digital data.

Nelson et al. described a system that creates a PowerPoint presentation by scanning printed out slides [107]. Steps such as selecting appropriate slides, changing their order, and adding notation can be done in the same manner as handling a stack of cards. Signer et al. described a system that runs a PowerPoint presentation using printed out slides and a pen [127]. Operations, such as displaying or printing out slides, can be done simply using the pen to check the field next to the corresponding instruction, “display” or “print out”, printed on a card. Liao et al. investigated a technique for browsing annotations written on paper on a digital document viewer [88]. A user can view the annotations in the margins on various pieces of papers as one digital document.

Several studies have look into enhancing the reading experience in the real world by using digital technologies. Various methods have been developed that make it possible to browse not only the contents of a book but also related digital information while maintaining the tangible feeling of handling a book. There have been studies on projecting related digital information such as text and images around the actual book or on the page margins [145, 52, 77, 74, 18].

In the system proposed by Wu et al., pages are identified by using a camera set above
the book, which is placed on a table [145]. The digital information is updated and modified to match the contents of the page being read. This ability to update information is one of the advantages of digital technologies and one of the disadvantages of a book. Grasset et al. developed an augmented reality (AR) technique for reading markers printed on the pages of a book for identifying the page number and accessing linked digital information appropriate for each page [52]. They used a separate handheld display instead of projecting digital information onto the margins of the book. A similar technique was used by Kobayashi et al. [77, 74] in their EnhancedDesk system. The page number is represented by a 2D marker and is identified with a camera. The user’s finger tip is also identified by the camera on the basis of the extracted skin color. Billinghurst et al. described a technique for transiting between reality and virtual reality using a physical book and AR [18]. When book pages are viewed through a handheld display, they are overlaid with 3D virtual images.

IconSticker [128] links icons on a computer to stickers in the real world. A sticker with a particular identifying mark can be printed out by simply dragging the corresponding icon to a location on the computer screen labeled “entrance to the real world.” By attaching the printed sticker to a physical object, a user can manage the digital data exactly like managing the object. For example, digital documents can be managed by placing corresponding stickers on physically printed documents and filing or stacking the printed documents. Just like he/she would handle and manage printed documents stacked on a desk or filed in a cabinet, the user can handle and manage the digital data. He/she can also memorize the data using spatial memory, which is a human attribute. To access particular digital data, the user simply scans the corresponding sticker.

Other techniques for bridging paper and digital information using a pen have been proposed. For example, PaperLink [9] presents digital information related to the information on the page of a document by scanning the words or marks written or made with a pen by using a small camera attached to the pen. Other examples include accessing digital data by manipulating physical documents written using conductive ink [89] and recording information both digitally and physically at the same time by using a graphic tablet [91].

Several research groups have explored ways of enhancing the reading experience by incorporating digital technologies. For example, Back et al. described a system for a museum setting that uses sound to enhance the reading experience [13, 14]. Sounds related to each page are played as the pages of an actual book are turned. The page number is identified by reading RFID tags placed on each page by using a tag reader embedded in the book spine. Since an actual book is used, the sound is added while maintaining the tactile feeling of paper. Conductive ink can also be used to identify the page numbers [101].
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Inagawa et al. described a technique for presenting digital information related to the page opened [64]. A markup language called eBookML is used to describe the relationship between the page number and linked digital information. The page number is identified by using a bookmark-type swan switch or by using a book cover that can detect the gesture of page pressing.

Interfaces for Flexible Displays

Before flexible displays can become widely used, improvements must be made in the performance of the materials used to make them (organic electro-luminescence, liquid crystal film, etc.) and of the thin film transistors that drive the display materials. Basic research has been conducted on the development of highly efficient luminous materials, the optimization of display structures, and the improvement of panel flexibility. There has also been evaluation of the reliability and application potential of flexible displays [122, 82, 60, 108]. For example, a flexible display with a speaker function has been presented [108]. This function is critical for making flexible displays portable, one of their key advantages. One of the problems with flexible displays has been their slow rewriting, but a controller with partial rewriting ability was recently presented that improves rewriting performance [125].

Several groups have investigated flexible display interfaces. For example, Schwesig et al. developed a bendable device and explored various ways it could be operated for menu selection, map zooming, and text input [124]. They implemented a function for blending a street map and an aerial photograph of the same area by changing the degree of overlap between them by bending the device. However, image scrolling is done by operating a touch sensor set behind the device, not by bending. Moreover, users have to learn new modes of operation; for example, to display the system menu, they must bend the device upward twice.

Matsumoto et al. presented a conceptual model for a small bendable display using the metaphor of a Post-It note for use as an interface for managing movie contents [99]. In their model, the contents stored in a computer are copied by attaching a small flexible display called a “post-bit” to the display, and fast-forward and rewind operations are done by bending the display.

Holman et al. suggested interaction techniques similar in manner to handling a piece of paper [57]. Eight actions for handling a piece of paper (hold, collocate, collate, flip, rub, staple, point with one hand, and point with two hands) are used for operating digital contents. For example, flipping is used for scrolling or page switching, and rubbing is used for copying information from computer to paper or from paper to paper. Digital information is projected onto the paper surface, the position of which is detected using multiple VICON cameras [104] and infra-red reflecting markings. However, the metaphor used is that of handling one piece of paper, not that of handling a book with multiple
Lee et al. described a method for projecting images on foldable surfaces [85]. As with Paper Windows, the surface is tracked by recognizing the position of infrared light-emitting diodes (LEDs) embedded in the surface. A PixArt camera in a Wii remote, which contains a hardware blob for tracking four IR LEDs, is used for the detection. They succeeded in projecting images onto various types of surfaces such as a fan surface.

**Digital Document Viewer Software**

A number of studies have been conducted on interactive digital document viewing using the book metaphor, and many products have been commercialized. The information is presented as a 3D computer graphics book, and the operations used are the same as those for an actual book. The point of interest has been how the virtual book imitates the real one.

As an example of public use, the “Turning the Pages” document browsing system used in British libraries [22] presents virtual books on a touch panel display, and the pages are turned by rubbing the surface of the display. Commercial software includes PDF document viewers and photo browsers [105, 2]. They effectively present contents in the limited size of a screen [24] and can be used to annotate the pages in a displayed book [58]. A graphical image of a book is displayed on the screen, and photos can be attached to the pages. A user turns the pages by dragging the edge of the page, by clicking the corner of the display, and/or by pressing the right- or left-arrow key. However, the load imposed on the user exceeds that imposed by an actual book. Although the advantages of digital technologies such as zooming or jumping to a desired page immediately can be useful, there is no software that generates a feeling that is similar to that of leafing through the pages of an actual book. For example, the speed of page turning animation is too slow. The page turning is done by mouse or keyboard, so the feeling of operation is completely different compared with that of handling an actual book. While techniques for making the operation feel more natural have been studied, they are still insufficient [36, 37].

One topic of interest has been using the thickness of a book to directly open to a desired page, and related studies have tried to make use of the human ability to spatially memorize the locations of objects. Matsushita et al. developed a digital information viewer called “BookWindow” [112, 80, 8] in which digital contents are presented as pages of a virtual book. Users can browse the contents by turning the pages, can annotate the pages, and can bookmark pages of interest. The thickness of the book is graphically indicated, so the user can easily grasp the total size of the contents and the relative position of the currently opened page. Clicking a point on the thickness indicator opens the corresponding page, so the user can turn to a page close to the desired page or turn pages in chunks. Pages can be turned one by one by clicking on the displayed page, not on the thickness indicator. Functions are provided that combine the advantages of digital technologies and of actual
books. They include jumping to pages that contain a keyword found using a full text search, copying favorite pages and arranging them around the virtual book, underlining text using a mouse, bookmarking pages, jumping to pages by clicking their bookmarks, and playing movies on the pages. In a user study comparing the retrieval performance of BookWindow with that of the “less” command, they asked the participants to turn to a chapter in a document for which they had read the chapter titles once before the experiment. The retrieval time using BookWindow was shorter than that using the “less” command, which they attributed to the use by BookWindow of the human ability to managing and memorize objects spatially. Moreover, the users reported that the action of page turning gave them a pleasant and peaceful feeling.

A similar digital information viewer was described by Yagawa et al. [147], who also aimed at using the thickness of a book to efficiently access desired information. In their book-like Digital Album viewer, the pages are tuned by clicking a “thumb button” field representing the thickness of the book. The speed of page turning depends on where the thumb button is clicked—the higher up the clicked position, the faster the page turning. They also asserted that people are generally good at managing and memorizing information spatially.

The book metaphor can be used for browsing information on the Internet as well as locally stored content. Card et al. noted that Web pages viewed while following the links to a destination page are often “lost.” They proposed representing Web pages like pages in a book [26]. They implemented a Web browser that arranges such pages in a virtual 3D space along with the links followed to enable the user to access them more quickly. Ichimura et al. proposed enabling a user to leaf through a set of nodes retrieved from a hypermedia document in a manner similar to leafing through the pages in a book [62]. A similar technique was proposed by Miyazawa et al. [103].

E-Book Readers

While some e-book readers, especially designed devices for reading electronic publications, have reached the market [131, 100, 47, 5], they are not as widely spread as electronic dictionaries. This may be because they are not as portable because they need a display sufficiently large for comfortable legibility, and, as a result, they are not as light or small as an actual paperback book. In contrast, electronic dictionaries are smaller and lighter than actual dictionaries. Moreover, the user interfaces on e-book readers are based on button and menu operations, which are not used when reading an actual book. In other words, e-book readers are more like typical digital devices than books, with their familiar interaction operations. Once their portability and ease of operation are improved by, for example, the use of flexible displays and novel interaction techniques, e-book readers are more likely to become widely accepted by consumers.
CHAPTER 3. A BENDABLE DEVICE FOR BROWSING CONTENTS

 Placement of this Study

In our research, we explored the possibility of making use of the pleasant feeling generated by leafing through pages in an actual book to browse digital contents pleasantly. As we have described, there has been much research into using a book as a metaphor for browsing interfaces. Some researchers focused on imitating the appearance of a book and representing it as an information viewer on the screen. However, the operations are much different than those used for an actual book. Others focused on operating existing information appliances using novel input methods such as pressure, tilt, or pen input, and they tried to recreate the manner of handling a book from the hardware point of view. However, because only a part of the appliance is replaced with sensors, the overall feeling is unlike that generated by handling a book.

Our research is the first attempt to use a book metaphor for browsing contents that provides tangible feedback, i.e., using hardware that creates the same pleasant feeling of leafing through the pages of a book. We did not simply mimic the physical objects but also endeavored to give the user the ability to actually feel the operation. Our inspiration came from a study on a pointing device called “Soap” [16], which provides a tactile sensation of spinning a wet bar of soap in one’s hand. Moreover, we propose applying this approach to flexible displays, which are expected to become widespread in the near future. In terms of flexible hardware, the approaches used for Gummi [124] and Paper Windows [57] are similar to ours. However, the former does not use the book metaphor, and the user must learn operations specific to the device. The latter does not handle data in the same manner as physically handling multiple pieces of paper such as a book or a stack of documents. In our approach, we use a book, which everyone knows how to operate, as a metaphor and recreate the pleasant feeling generated by leafing through the pages of a book.

3.3 Basic Idea

Our objective was to develop an interface that enables a user to access the digital world comfortably. To reach this goal, we explored the possibility of using a real object as a metaphor, with particular attention to a book. Using a book as a metaphor reduces the psychological load of operation as well as creates the pleasant feeling of leafing through the pages in a book. We first investigated the factors that generate the pleasant feeling, and then used them to create a unique interface that produces the essential manner of handling a book.
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3.3.1 Factors in Page Turning

Exactly how are pages turned? It is a mystery, and we still have no exact answer. However, our observations of people turning the pages of a book revealed several interesting things.

- When a page is turned, the side of the page opposite the direction in which the page is turned is bent over. For example, if a page is turned from right to left, the right side of the page is bent over.

- If the degree of bending is large, the pressure of the thumb pressing the page determines whether the page is actually turned. If the pressure is strong, it creates much friction between the thumb and page, and the page is not turned.

- If the degree of bending is small, the page is not turned even if the thumb does not press the page.

- The speed of page turning depends on the degree of bending. If the degree of bending is small, the pages are turned slowly, one by one. If the degree of bending is large, the pages are turned quickly.

- The thumb shifts as pages are turned.

\[
F_1 = kq_1, \quad E_1 = \frac{1}{2}kq_1^2
\]

\[
F_{\text{thumb1}} = F_1 - mg
\]

\[
F_2 = kq_2, \quad E_2 = \frac{1}{2}kq_2^2
\]

\[
F_{\text{thumb2}} = F_2 - mg
\]

\(k\): Elastic coefficient
\(q\): Degree of bending (\(q_1 < q_2\))
\(m\): Mass of page
\(\odot\): Position of thumb
\(\bigcirc\): Fulcrum (position of fingers behind)

Figure 3.1: Factor 1: bending degree.
From these observations we identified two factors that play key roles in the dynamics of page turning. One is the bending of the pages, and the other is the shifting of the thumb along the edge of the pages.

**Factor 1: Bending of the pages** When a book is held, the fingers holding it from behind play the role of a fulcrum, and the pages are distorted. When the pages are turned, they are bent more. As a result, they have elastic energy $E_1$ or $E_2$ (Figure 3.1, $E_1 < E_2$) and tend to go upward. The thumb has to press with pressure $F_{\text{thumb}1}$ or $F_{\text{thumb}2}$ (Figure 3.1, $F_{\text{thumb}1} < F_{\text{thumb}2}$) on the page to balance the elastic force $F_1$ or $F_2$ (Figure 3.1, $F_1 < F_2$) and the weight of the pages. A page is turned when the elastic force is greater than the thumb pressure. The larger the degree of bending, the larger the elastic energy and the faster the speed of page turning.

**Factor 2: Shearing force by shifting thumb** The position of the thumb shifts as pages are turned (Figure 3.2). By shifting the thumb, the reader reduces the pressure on the page under the thumb, and the page turns. To leaf through pages smoothly, the reader has to add pressure toward the direction of thumb moving, what we call “shearing force.” That is, the reader has to rub the edges of the pages, otherwise multiple pages are turned at once in a block unit (10 pages at once, for example), and no “leafing through” happens, and no pleasant feeling of page turning is generated. By rubbing the edges of the pages and controlling the amount of shearing force, the reader can freely control the speed of page turning. Shifting the thumb quickly causes the pages to turn quickly. It also creates a feeling of friction because pressure is added in the direction of the shearing force.
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The elasticity caused by bending the pages and the friction caused by the shearing force make leafing through possible, so these two factors together generate the unique pleasant feeling. To investigate these two factors, we measured the degree of bending and the shearing force by attaching a bend sensor to a page and a pressure sensor to a reader’s thumb. Figure 3.3 shows the values measured under four conditions; pages held open, pages leafed through slowly and quickly, and page turning stopped. When the pages were turned slowly, they were bent slightly. When they were turned quickly, they were bent more. The shearing force showed a similar tendency. The faster the pages were turned, the larger the pressure that was added in the shearing force direction. This means the page edges were rubbed more strongly when the pages were turned more quickly.

From these results, we identified bending degree and shearing force as the two main factors in page turning and generating a pleasant feeling. We then considered ways of applying them.

3.3.2 Dynamics for Thin Plastic Sheet

The same dynamics are found if we bend a thin plastic sheet (Figure 3.4), like one used for a flexible display. An appropriate force \( F'_{\text{thumb}1} \) or \( F'_{\text{thumb}2} \), \( F'_{\text{thumb}1} < F'_{\text{thumb}2} \) must be applied to the surface by the thumb to balance the elastic force \( F'_1 \) or \( F'_2 \), \( F'_1 < F'_2 \), and elastic energy \( E'_1 \) or \( E'_2 \), \( E'_1 < E'_2 \) is generated depending on the degree of bending. Therefore, bending a sheet should generate a feeling similar to that of leafing through the pages in book.
We made a preliminary study of the characteristics of bending a book and of bending a thin plastic sheet. We attached a bend sensor to (1) a book, (2) two thin plastic sheets connected together, and (3) a thin plastic sheet. The plastic sheets, (2) and (3), correspond to two prototypes we developed for dual- and single-display flexible displays (the structures are illustrated in Figure 3.5 and will be described in the next section). Changing the degree of bending changed the voltage measured using the bend sensor (the larger the degree of bending, the smaller the measured voltage).

Figure 3.4: Bending thin plastic sheet.

Figure 3.5: Prototypes for flexible display.
As shown in Figure 3.6, for the book, the measured voltage decreased when pages were turned. The higher the turning speed, the lower the measured voltage. In other words, the degree of bending is larger when pages are turned more quickly. Similar characteristics were observed when the plastic sheets were bent. Though there was a difference between the single- and dual-sheet structures in terms of the degree of bending (the dual-sheet one was easier to bend), the tendencies in the measured values were the same. This indicates that bending a thin plastic sheet generates a tangible sense similar to that of turning pages. Therefore, to implement the book metaphor interface, we used sheet bending to implement factor 1 and created a mechanism for implementing factor 2.

### 3.3.3 Manner of Reading a Book

While there are differences in the way people read a book, there are several basic operations. We compared these operations with those for browsing photos using a conventional information terminal device (Table 3.1).

We focused on the two operations in particular that create a pleasant feeling when leafing through the pages of a book—operations 4 and 5 in Table 3.1. The physical tangibility of the pages in a book and the simplicity of the page turning generate the pleasant feeling. Operation 2 in Table 3.1, “adjust point for starting retrieval,” is exemplified by a reader who would like to start searching around 3/4 of the way into the book after being told to turn to page 75 of a book with 100 pages. This operation is unique to
Table 3.1: Operations for reading book and for browsing photos using conventional information terminal device.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Reading a book</th>
<th>Browsing photos</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Open/close cover.</td>
<td>Turn power on/off.</td>
</tr>
<tr>
<td>2</td>
<td>Adjust point for starting retrieval.</td>
<td>Specify a photo.</td>
</tr>
<tr>
<td>3</td>
<td>Turn pages one by one.</td>
<td>View photos one by one by pressing a button.</td>
</tr>
<tr>
<td>4</td>
<td>Leaf through pages slowly.</td>
<td>Continue pressing button.</td>
</tr>
<tr>
<td>5</td>
<td>Leaf through pages quickly.</td>
<td>Use mouse wheel.</td>
</tr>
<tr>
<td>6</td>
<td>Place book face down.</td>
<td>Pause slide show.</td>
</tr>
<tr>
<td>7</td>
<td>Insert a bookmark.</td>
<td>Bookmark a slide.</td>
</tr>
<tr>
<td>8</td>
<td>Turn pages while keeping a finger between pages at a point of interest.</td>
<td>—</td>
</tr>
<tr>
<td>9</td>
<td>—</td>
<td>Zoom in/out.</td>
</tr>
</tbody>
</table>

reading a book though a “specify page number directly” function is supported by several conventional information devices. Operation 8 in Table 3.1, “turn pages while keeping a finger between pages at a point of interest,” is also unique to reading a book. We applied operations 2, 4, 5, and 8 to the browsing of digital contents. Moreover, we aimed to not simply duplicate the interaction manner of handling an actual book but also to add some advantages of digital technologies, such as zooming (operation 9, Table 3.1).

The main challenge in developing a hardware interface based on the book metaphor was to recreate the pleasant feeling generated by leafing through the pages of a book. Another challenge was to implement the unique and essential aspects of handling a book, including making use of its thickness. We did not simply try to faithfully implement the manner of handling a book. We also explored the possibility of creating a unique manner of handling digital data using an interface based on the book metaphor.

### 3.4 Implementation

Using the basic ideas discussed above, we developed three prototype bendable sheet devices: a single-display structure and two dual-display structures. Prototypes 1 and 2 were designed for testing the first factor of page turning dynamics, that is, page/sheet bending. The browsing operation is controlled by changing the degree of sheet bending. Prototype 3 was designed not only for testing sheet bending but also for testing the second factor, that is, shearing force. We also implemented additional functions that enable operations unique to reading a book, e.g., finger-bookmarking and starting point adjustment.
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3.4.1 Prototype 1: Single-Display Structure with a Thin Plastic Sheet

Structure

The single-display structure has bending characteristics similar to those of reading a book though the degree of bending required tended to be less than that required for a book or the dual-display structures. Given the likelihood of future products using flexible displays, single-display structures can reasonably be expected. We thus developed a single-display version of our Bookisheet interface. The appearance of this first prototype and its components are shown in Figure 3.7. It consists of a thin plastic sheet (1 mm thick), two bend sensors, two speakers, and two micro switches. The analog voltage values from the sensors and switches are sent to a micro controller, and the digitized value is output to a PC.

Degree of Bending Detection

To detect the degree of bending, we used bend sensors (FLX-01, Jameco Electronics [71], Figure 3.8). The resistance of each was 10k ohm when the sensor was flat and increased as it was bent, reaching 40k ohm at 90° bending. We used two bend sensors, one on the right side of the plastic sheet and the other on the left side. The resistance of one

Figure 3.7: Prototype 1: single-display structure with thin plastic sheet.

Figure 3.8: Photograph of bend sensor.
of the sensors increased when one side of the sheet was bent while that of the other side remained unchanged, so the side of the sheet that was bent could be determined, and that information could be used to control the scrolling or to switch the contents.

**Basic Operation**
We developed a photo browser application to be operated by the prototype. We arranged 200 photos horizontally, and they were scrolled when the sheet device was bent. For example, if the right side of the device was bent, the photos were scrolled from right to left (Figure 3.9). We know heuristically that the speed of turning pages increases as the degree of bending is increased. This was confirmed by the results of our simple measurement (Figure 3.6). Since we have not yet quantified this relationship, we implemented two options as an initial step: (1) increase speed of scrolling linearly or (2) exponentially with degree of bending.

**Vibration and Sound**
A person reading a book can feel the vibrations created by the pages passing under his/her fingers and hear the sound created by the pages as they are turned. Although the vibration and sound are not usually experienced consciously, they are important feedback for controlling the speed of page turning.

We thus attached small speakers (Figure 3.10) to the right and left sides of the sheet. A brief sound is emitted when a photo is scrolled so that the user senses vibration of the sheet surface and sound when bending the device. That is, he/she can control the speed of scrolling naturally by tangibly recognizing the degree of bending and speed of scrolling.

**Other Functions**
We also implemented a function for turning pages one by one (operation 3 in Table 3.1) and one for turning pages while keeping a finger between pages of interest (operation 8 in Table 3.1). These functions are operated by using micro switches and are also implemented on our third prototype. Their evaluation is described below, in the description for our
Evaluation
An initial user evaluation of our first prototype in a laboratory setting revealed some interesting aspects of this device.

Control of Scrolling Speed  Positive comments were made regarding the free and easy control of the scrolling speed by changing the degree of bending. All of the participants (six men and two women) preferred increasing the scrolling speed exponentially against the degree of bending. They also recognized the value of sound and vibration as feedback, but commented that the sound should be carefully adjusted to avoid being taken as noise.

Feeling in Hand not Doing the Bending  Most participants reported feeling elasticity
in the hand doing the bending similar to that when turning pages in a book. However, the elasticity did not feel similar in the other hand, the one simply holding the sheet. This was because that hand had to press the surface downward and work as a fulcrum to prevent the entire sheet from lifting up (Figure 3.11).

Using these findings, we developed a second prototype with a dual-display structure that should generate a feeling of tangibility more similar to that of a book.

### 3.4.2 Prototype 2: Dual-Display Structure with Two Thin Plastic Sheets

**Structure**

The second prototype has a dual-display structure, like that of an actual book, and bending characteristics similar to those of reading a book, as shown in Figure 3.6. It was developed to not only reproduce the tangible feeling of an actual book but also to make use of the thickness of a book for efficient content browsing. We focused on operation 2 in Table 3.1, “open directly to a page that is close to the desired page”. Because this operation must be done when the book is about to be opened, we created an explicit open-close structure.

As shown in Figure 3.12, this prototype has two thin plastic sheets that are connected, with a bend sensor attached to each sheet. The analog voltage value from the sensors, which changes with the degree of bending, is sent to a micro controller, and a digitized value is output to a PC. An application running on the PC, such as a dictionary page viewer, works in conjunction with the input sensor values. A light-dependent resistor (LDR) is attached to one sheet, about 1/4 of the page width from the center (hinge). It detects the brightness, which differs between the open and closed states, enabling detection of open and close.

**Modes of Operation and Testing**

The prototype has two modes of operation. The first mode is for indicating where to start
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the retrieval operation. It corresponds to using the marks along the edges of the pages in a dictionary to find the pages with the words starting with the corresponding letter (Figure 3.13 (a), right). It is enabled when the two plastic sheets are close together (Figure 3.13 (a), left). The potential starting points are pre-set, for example, at the beginning of each section in a dictionary. If the user bends the sheet while keeping the “root” of the two sheets close together, the index pointer jumps incrementally from A to Z depending on the degree of bending.

The second mode is for turning pages normally. It enables the user to turn the pages one by one by bending the left or right sheet. It is enabled when the two sheets are far from each other (Figure 3.13 (b)). If the user bends the right sheet, the pages are turned from right to left. They move one by one continuously, and the speed is adjusted by changing the degree of bending. The larger the degree of bending, the faster the page turning.

The two modes are distinguished by whether the two sheets are close together or not. Whether they are close together or not is detected by the LDR, which detects the brightness. When the sheets are close together, less light is detected. When they are not,
more light is detected. Mode 1 is when only the tip of the sheet (around one-third of the sheet width) is bent and the area where the LDR is attached remains dark. Mode 2 is when the sheets are opened and the area around the LDR is bright (above a threshold).

To test our second prototype, we arranged 10,000 captured images of Wikipedia pages (Japanese version) in alphabetical order. Index characters (ten Japanese kana symbols) were positioned down the left side (see Figure 3.14). The currently selected index was indicated in red. A slide bar at the bottom of the screen showed the relative position of the currently displayed page. In mode 1, the user selected the target index by bending sheets while keeping them close together. After selecting the index, the user then smoothly transferred to mode 2 by separating the sheets widely to turn pages continuously.

**Evaluation**

Testing was done using five participants (two female, three male). In the real world, a book with 10,000 pages is very rare. We instructed the participants to leaf through the pages of this large book and find indicated words (five different words for each participant).

All of them found the indicated words within a reasonable amount of time (average time was 68.7 sec). All of them used modes 1 and 2 effectively. For example, for indicated word “Eye,” they consistently first jumped to “F” using mode 1 and then scrolled back to “E” using mode 2. This is because the indicated word came at the end of index group “E.” The metaphor of opening to a page by referring to the thickness of the book seemed to work well for mode 1. The participants said that they liked the feeling of leafing through the pages by bending the sheets, which is mode 2.
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3.4.3 Prototype 3: Dual-Display Structure Operated by Bending and Rubbing

In our first and second prototypes, we focused on using one of the two main factors in page turning—bending pages. Evaluation of both prototypes demonstrated that bending a plastic sheet generates tangible feedback caused by the elasticity of the sheet, and this feedback enables the user to operate digital contents intuitively. For example, the scrolling speed can be easily and freely controlled on the basis of the feeling of elasticity corresponding to the degree of bending.

In our third prototype, we focused on the second factor of page turning, rubbing the edges of the pages, together with bending.

Structure

Figure 3.15 shows the components and appearance of prototype 3. The third prototype is basically the same as the second—two thin plastic sheets jointed together with a bend sensor attached under each one. In addition, it is equipped with a solid edge piece along the outside portion of each sheet, and a pressure sensor to detect the shearing force caused by thumb rubbing is embedded in each piece. A micro switch for implementing optional functions is also embedded in each edge piece. These sensors and switches communicate with the PC using Bluetooth, and the power needed to drive the micro controller and Bluetooth antenna is supplied by a small 6V battery. The sensors, switches, and battery are hidden in a spine, so prototype 3 is more like a book than a sheet. This device can wirelessly operate an application running on a PC.

Degree of Bending Detection

As in the first two prototypes, the bend sensors attached to the sheets generate an analog value depending on the degree of bending. As in the second prototype, we used two bend sensors, one on each sheet. The resistance of one of the sensors increased when one of the sheets was bent while that of the other remained unchanged, so the sheet that was bent could be determined, and that information could be used to control the scrolling or to switch the contents.

Detecting Shearing Force

To detect the direction of the shearing force created by the thumb rubbing the edge of the sheet, we installed an L-shaped plate in each edge piece so that its surface was flush with the edge surface, as illustrated in Figure 3.16. Two pressure sensors connected in parallel were attached to each plate for detecting the pressure and direction of the shearing force. The shearing force applied to any part of the plates, upper, middle, or lower portions, can thereby be detected. As shown in Figure 3.16, the L-shaped plate moves slightly towards the outside, that is, the direction of the shearing force. If there is no pressure in the direction of the shearing force (no thumb rubbing), the plate moves back to its original
Figure 3.15: Prototype 3: dual-display structure operated by bending and rubbing.
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Figure 3.16: Detecting shearing force.
position because the rubber part of the pressure sensor has some thickness. Any vertical pressure on the L-shaped plates is not detected.

**Speed of Page Turning**

As we found in the evaluation of prototype 2, the users preferred that the speed of page turning vary exponentially with the degree of bending. That is, the larger the degree of bending, the faster the page turning. The difference between prototypes 2 and 3 is the use of factor 2, shearing force.

Figure 3.17 shows how the speed of page turning was determined. The speed of page turning, \( v \), is expressed as \( v = c_1 p \times (\exp(c_2 b) - 1) \), where \( p \) and \( b \) represent the shearing force and bending degree, and \( c_1 \) and \( c_2 \) are constants. Basically, the stronger the bending, the faster the turning exponentially. And the stronger the shearing force, the faster the turning linearly because the numbers of pages turned in a second should be proportional to the distance the thumb moves along the edge in one second. In Figure 3.17, if \( p = 0 \), \( v = 0 \), no matter how large the bending degree. As shearing force increases, a high speed of page turning can be obtained with the same bending degree. If shearing force is kept constant, the larger the bending degree the faster the page turning. Combining bending and shearing force enables pages to be turned exactly like in a book.

In our implementation, we tuned the speed carefully by giving \( c_1 \) and \( c_2 \) appropriate values so that the page turning produced a natural feeling. We set the maximum speed on the basis of observations of leafing through pages in a book and legibility on the display. Using a high-speed camera, we filmed how pages are turned in a book. We found that the number of pages turned in one second varied with how bending and shearing force were used together and that there is a maximum speed for keeping the pleasant feeling of page turning. On a screen, if the contents are scrolled too quickly, the user cannot judge the direction of scrolling. Given these considerations, we set the maximum speed depending on the application. The refresh rate of the display device should also be considered when
3.5 Applications

We created several typical applications for use with our Bookisheet device. Basically, any type of digital content managed in units of pages can be operated using our device.

3.5.1 Photo Browser

We created a photo browser application that faithfully reproduces the tangible pleasant feeling of leafing through the pages of a book. Scrolling of the photos is controlled by adjusting the degree of sheet bending and the shearing force created by rubbing the edges.

Figure 3.18 (a) shows a picture of a user bending the right page of the device and rubbing the L-shaped plate embedded in the right edge outward with his thumb at the same time. These actions correspond to leafing through the pages in a book from right to left. The photos, which are horizontally presented in one dimension on the display of a PC (Figure 3.18 (b)), are scrolled leftward. Performing the same actions on the left sheet causes the photos to scroll rightward. The speed of page turning, scrolling in this case, is determined by the combination of the degree of bending and the amount of shearing force caused by the thumb rubbing.

Finger-Bookmarking

As a reader turns the pages of a book, he/she may find an interesting page unexpectedly and insert a forefinger or thumb into the book at that page to mark it while continuing to turn the pages (Figure 3.19 (a)). After browsing the remaining pages, he/she can easily return to the page of interest. Although conventional information devices are often equipped with a bookmark function, the user must often stop the current task, such as...
viewing a slideshow, and call up a bookmark list to register the page of interest. In contrast, using a “finger-bookmark” does not interrupt the operation. This is a unique characteristic of reading a book.

We implemented a finger-bookmarking function by placing a micro switch in each edge piece near the forefinger locations. Pressing the switch on the side opposite the bending bookmarks the opened page. For example, the user might find an interesting photo while scrolling through the photos leftward by bending the right side of the sheet device. He/she presses the left micro switch to bookmark the photo (photo 24, Figure 3.19 (b), left). While continuing to press the switch, he/she continues scrolling through the remaining photos by bending the right side of the sheet (Figure 3.19 (b), middle). After browsing the photos, he/she stops bending the sheet and quickly returns to the bookmarked photo by simply releasing the left micro switch (Figure 3.19 (b), right).

Using this finger-bookmarking function, a user can bookmark contents of interest at anytime without interrupting the scrolling. Compared with the bookmark functions on conventional information terminal devices, which require a registering step or calling bookmark list step, our finger-bookmarking function follows the natural behaviors and should thus be easier to use.

**Turning Pages One-by-One**
When reading an actual book, the reader not only leafs through multiple pages but also
turn pages one-by-one to better determine the contents of each page (operation 3, Table 3.1). In our Bookisheet device, we implemented this function by using micro switches. If the user presses the right switch, for example, the photos are scrolled one photo right to left.

**Interactions that are not Similar in Manner to Handling an Actual Book**

One approach to developing an interface for handling digital contents by using the book metaphor is to do so faithfully. The photo scrolling operation we described above requires both bending and rubbing a sheet at the same time, and these actions faithfully replicate the dynamics of turning pages in a book. As a result, a user scrolling photos experiences a tangible sense of leafing through the pages in a book. Finger-bookmarking and turning pages one-by-one faithfully replicate actions associated with reading a book.

Another approach is to take advantage of the technologies involved with handling digital data and thereby enhance the manner of handling a book. For example, zooming is not possible in a physical book but is possible for digital photos displayed on a computer screen (operation 9, Table 3.1). We implemented a zooming function in our photo browser application by using operations on the L-shaped plates and micro switches. To zoom in, the user rubs both L-shaped plates outwards at the same time, as shown in Figure 3.20 (a). To zoom out, the user presses both micro switches at the same time (Figure 3.20 (b)).

### 3.5.2 Leafing Through Wikipedia

Browsing a rich collection of digital contents in the same manner as leafing through actual pages is generally a novel experience. The largest dictionary in the real world contains
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Figure 3.21: Leafing through Wikipedia.

at most $\sim$3000 pages and is at most 15 cm thick. Leafing through the pages of such a large dictionary is not a pleasant experience—the dictionary must be placed on a desk, and the reader turns pages one-by-one or grabs a section of pages (100 pages or so) and leafs through them.

The Wikipedia online dictionary contains much more information than a physical dictionary and is used in a much different way. It is safe to say that many users of Wikipedia do so as a result of using a search engine such as Google. Though Wikipedia has an A-Z index, and users can search for entries by using it, the amount of information in Wikipedia is simply too large for the index to be a practical means of entry. In contrast, information is ordered alphabetically in a physical dictionary, so readers can guess the location of a desired entry by considering the thickness or index of the dictionary. As discussed in Section 3.2, research has shown that people are good at managing information spatially, and the index for a dictionary is suitable for this ability.

We created an application for browsing 10,000 captured Wikipedia pages arranged alphabetically (Figure 3.21) by using our Bookisheet device. In the real world, turning 10,000 pages would be a virtually impossible task, but doing so is no problem with this application. The operation is the same as that of the photo browser application, i.e., bending a sheet and rubbing an edge. Turning pages alphabetically arranged gives the

![Figure 3.22: Key-event generator.](attachment:figure_3.22.png)
feeling of handling an actual book and helps the user grasp the position of the desired page relative to the current page.

3.5.3 CoverFlow Application

Most conventional applications can be operated using shortcut keys. We therefore created a template application that receives signals from the Bookisheet device sensors and generates key events for operating such applications (Figure 3.22). With this “key-event generator” application, many conventional applications can be operated using our Bookisheet device. We applied it to two conventional applications.

(a) Volume UP.

(b) Volume DOWN.

Figure 3.24: Volume control.
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CoverFlow is an application from Apple Inc. [7] that presents CD jacket images on the graphical user interface of their iTunes music player. The images are arranged in one dimension horizontally, and a user can scroll through the images with nice animation by pressing keys on the keyboard, dragging the mouse pointer, or rotating the mouse wheel. With the key-event generator application, we could use our device to operate CoverFlow (Figure 3.23). The CD jacket images could be scrolled in the same manner as leafing through the pages of a book. Moreover, we could use it to control the volume in iTunes. The volume is controlled using up and down keys on the GUI. We defined rubbing of the L-shaped plate on the right side with pages opened, i.e., no bending, as “volume up” and rubbing of the L-shaped plate on the left side as “volume down” (Figure 3.24).

3.5.4 Switching between Web Browser Tabs

The latest Web browsers, Mozilla Firefox 2.0, Microsoft Internet Explorer 7.0, etc., feature “tabbed” browsing. Switching between tabs is done by mouse clicking or pressing a combination of keys on the keyboard. With the key-event generator application, we could use our device to switch between tabs (Figure 3.25) in the same manner as leafing through the pages in a book and with the same feeling.

Many Web pages are too long for their contents to be displayed on one screen, so a reader has to scroll up and down to read them. Scrolling is done by dragging the scrollbar slider or pressing the “page up” and “page down” keys. We defined rubbing the L-shaped plate on the right side with pages opened, i.e., no bending, as “scroll down” and rubbing of the plate on the left side as “scroll up” (Figure 3.26).

3.5.5 Following Links

Our Bookisheet device met the challenge presented by the first four applications we developed, i.e., browsing a rich but finite collection of contents, such as photos and music stored in a computer and bookmarked or captured Web pages. The next challenge was to browse an infinite amount of information.

The application we developed to test its ability to browse an infinite amount of information loads all the pages linked to the parent page in background (Figure 3.27). In other words, it creates tabs dynamically. The links are obtained using one of the standard control functions found in Microsoft .NET Framework 2.0, WebBrowser Active X Control. The user can then leaf through the linked pages. If a linked page remains open for a certain time, e.g., 30 seconds, it becomes the new parent page, and its linked pages are loaded and can be leafed through. It is thus possible to follow an infinite number of links by turning pages.
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Figure 3.25: Switching between tabs.

Figure 3.26: Scrolling up and down.
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Figure 3.27: Following links.
3.5.6 Fast-Forwarding and Rewinding

The final application was the fast-forwarding and rewinding of animations or movies. Drawing cartoon figures in the corners of a stack of pages and animating them by leafing through the pages is an interesting real-world example. We developed a simple way of rapidly displaying a series of digitally drawn cartoon figures using our device. We also developed a way of fast-forwarding or rewinding movies using our device. Controlling movies is a natural application of our technique for leafing through digital contents because movies are the ultimate example of serially arranged data.

3.6 Evaluation

3.6.1 Comparing Performance with Conventional Devices

Even though Bookisheet generates a nice feeling during operation, it wouldn’t be much to write home about if the performance was worse than that of more conventional devices. We thus tested its performance against those of four conventional devices for a retrieval task.

Task and Method

We evaluated the usability of our first and third prototypes by comparing their operation with that of four conventional devices: a book, the right- and left-arrow keys on a PC keyboard, a mouse wheel, and a touch panel. Eight people (two female, six male, 25-42 years old who often use computers and various types of information terminals) were given a task (search for a specific photo) designed to evaluate the ease of image retrieval. There were 200 photos, each participant executed each task five times, and the time to execute each task was measured.

Prior to the experiment, the participants viewed all 200 photos at least once, so they were familiar with their contents and order. They were also given three minutes to practice using the Bookisheet device. The experiment started with the display of the target photo and the start of the timer. Prototype 1 is a single-display structure and consists of a single sheet, and only bending is used for scrolling photos. Prototype 3 is a dual-display structure and consists of two sheets joined together. Both bending degree and shearing force can be used for controlling scrolling. Therefore, for the third prototype, we measured the retrieval time for two cases; scroll photos by bending only and by both bending and rubbing along the edge.

Results

The average time it took each participant to complete the task and the average time for all participants are plotted in Figure 3.28 for each device. Bookisheet prototypes 1 and 3 had the same level of performance for retrieval as the book, the right- and left-arrow keys, and the mouse wheel. In the results for prototype 3, we can see that using
a combination of bending and shearing force tends to show better results compared to using only bending. Comparing the results for prototypes 1 and 3, that is, the single- and dual-display structures, we can see the better results obtained with the dual-display structure.

### 3.6.2 Difference in Device Structure

We also collected comments from the participants. For prototype 1, the single-display structure, all of them had positive comments regarding using bending as a means of scrolling as it enabled them to control the speed of scrolling tangibly. All of them preferred using the exponential relationship rather than the linear one for the degree of bending and the speed of scrolling. However, all of them preferred the dual-display structure, that is, prototype 3. As we described briefly in sub-section 3.4.1, the dynamics of the hand holding a single sheet is different from that of holding a book. The third prototype, the dual-display structure, had exactly the same structure as a book, and the bending operation generated feelings similar to those when handling a book.

### 3.6.3 Degree of Bending and Shearing Force

For prototype 3, we found that with only bending operation, the user found it difficult to stop scrolling precisely at the target position. He/she had to stop bending consciously and keep the two sides of the pages flat to stop scrolling. As a result, he/she often passed-by the target. With both bending and rubbing operation, the user could stop scrolling simply by stopping the rubbing, which immediately reduced the shearing force to zero.
3.7 Discussion

Effect of Features of Targeted Contents
While there were no big differences in device performance, except for the touch panel, the features of the targeted contents did affect performance. In other words, the time it took...
to find the specified photo depended on how well the participant remembered the overall contents. In the 200 photos, some photos were in a series with a theme (e.g., birthday party) and others were not. Some photos had a strong feature (e.g., a bright pink hue) that would tend to remain in memory and others did not. The target photos for each participant included at least one of these four types of photos; type 1 included photos that were in a series and had a strong feature; type 2 included ones that were in a series but had no strong features; type 3 included ones that were striking in some way but not in a series; and type 4 included photos that were not in a series and had no strong features.

Figure 3.29 shows the results broken down by the four types of photos for all the devices except the touch panel, which had the worst scores. The times were shorter for the photos in a series because the participants could generally recall the position of the series in the 200 photos and begin scrolling in the correct direction immediately. The times were higher for the photos not in a series because the participants had less help in recalling them. The times were shorter for the photos with a strong feature whether they were in a series or not. This finding is consistent with the results presented in Chapter 2 and confirms that content type and memorization affect retrieval behaviors.

**Use of Book Metaphor for Accessing Digital World**

Our aim was to develop a digital content browsing interface using the book metaphor that gives the user the same pleasant feeling obtained by leafing through the pages in a book. From observations of how people handle books and measurement of the forces they exert on the pages of a book, we identified two factors that play key roles in page turning dynamics: the bending and rubbing of pages.

Our first and second prototypes made use of only factor 1, bending, and the third prototype made use of the shearing force caused by rubbing along the edge as well. Through our development efforts and user study, we found that a dual-display interface device is better at generating a feeling of leafing through the pages in a book than a single-display one. Combining bending with the shearing force created by the thumb rubbing along the page edge is better at generating the feeling compared with only bending. This is the first attempt at using the book metaphor in hardware for accessing digital contents so as to obtain the unique pleasant feeling that comes from handling a book. We believe this approach, identifying the factors in creating the pleasant feeling that comes from handling a familiar object and applying them, will lead to user interfaces that will enable easier and more comfortable access to the digital world.

**Book Thickness**

In our second prototype, we implemented a function for reproducing the effect of the thickness of a book, enabling the user to open directly to a page close to the desired page by bending the sheet an appropriate amount. Thickness plays an important role in the handling of an actual book. It gives the reader an idea of the total size of the contents
and helps the reader judge where to open the book so as to be close to the desired page. Grasping the total size of the contents is difficult to achieve for digital content using most conventional devices. One approach could be to use a touch sensor to judge the position of a page relative to the entire volume. The sensor could be used for implementing a function for adjusting the opening page instead of using a light-dependent resistor.

In our third prototype, we developed a device with some thickness, so it is more like a book than a sheet. We noticed that this thickness tended to give the user peace of mind. This was not observed for prototypes 1 and 2, which have thin-sheet structures.

Other Ways of Implementation
In this work, we separated the display from the interface device. Currently, it is difficult to obtain really bendable displays. Therefore, we tested projecting images, e.g., Wikipedia pages, on the sheet (Figure 3.30). The viewers’ impressions differed from those when they were displayed on a computer screen. The technical issue is causing the projected images to follow the surface of the Bookisheet interface. Several techniques, for example, using multiple infrared reflective markers and cameras [57, 85], can be used to do this. We tested the use of ARToolKit [10] for detecting the position and orientation of the surface of the interface. Though the implementation is still in progress, we believe this will improve the quality of our interface. We could attach a small solid display to the bendable sheet, but this would restrict the degree of freedom of bending (only the very edge part would be bendable; the device would be too heavy for handheld operation, etc.). Nevertheless, attaching bendable parts to a conventional small display as an input device is worth studying. We would like to develop such a device and compare its usability with that of Bookisheet.
Chapter 4

Time-Oriented Information Browsing Interface

4.1 Information Navigation

In the previous chapter, we described an interface based on the book metaphor for browsing digital contents. This device is aimed at giving a person browsing digital information the tangible sense of leafing through the pages in an actual book. A book is an information medium that makes use of a strong human ability—managing and memorizing information spatially. Spatial information, such as the order of pages and the thickness of the book can be used as clues for navigation.

This chapter describes an interface that aims at giving a person the ability to browse information using time as a key. Although people are generally good at memorizing the locations of objects spatially in the real world, it is not easy to memorize the location of information spatially in the digital world. A hierarchical structure of directories is often used in a computer to manage information. However, navigation efficiency is reduced as the amount of information and the complexity of the hierarchy increase.

Most digital data have temporal information such as the time a file was modified. As in the real world, this temporal information can be a strong cue for retrieving information. We developed an interface that can be used to access large amounts of information regarding television, such as recorded programs and movies, on-air programs, and text information about future programs. These are typical types of data that are ordered temporally. They are densely arranged on the time axis.

4.1.1 Space-Oriented Navigation

While people are generally good at retrieving things stored spatially, for example, finding a particular object from amongst stacks of objects on an apparently messy desk, it is diffi-
cult to grasp the whereabouts of digital data spatially. As mentioned, using a hierarchical structure of directories to organize digital data in a computer becomes problematic as the structure becomes more complex and the information multiplies. Moreover, a hierarchical approach to organizing information is not suitable for every information appliance, particularly consumer products like TVs, because often times the user is unfamiliar with computers.

Several groups have conducted studies aimed at organizing digital data spatially like we do in the physical world [94, 3]. One approach has been to reproduce the arrangement of objects on a physical desk on the computer. Stacks of files are arranged at spatially different positions on a desktop-like GUI as groups of information. However, scalability is a problem with this approach [141]. It becomes more difficult to access desired information from the stacks as the amount of information increases.

4.1.2 Keyword Search

People often use key words to search for information using the Internet. For example, Google [49] and Flicker [46] present search results related to input keywords from the rich, and what some would say almost infinite, amount of information on the Internet. By selecting appropriate keywords, a user can get a list of information well matched to the desired information. However, the user is unlikely to find unexpected information not related to the keywords, and it is difficult to search for information that cannot be expressed precisely by a combination of keywords.

4.1.3 Time-Oriented Navigation

Time is a powerful cue in retrieving content-rich information. In real life, people often use the memory of the date and time of an event such as a trip to remember things that happened before or after the event. In the digital world, people sometimes organize information by using the date and/or time as a filename for version management. Rearranging files or received e-mails by their modified date or received time often helps in finding a desired file or e-mail efficiently.

Several groups have proposed techniques for managing digital information by using time as a key [119, 68, 97, 51, 92, 93, 81]. Their main focus was on reproducing the past state of works on a computer by using their histories, such as file modification or deletion dates. Regardless of the file names and contents, by treating all the data as time-ordered data, a user can remember the relationships between information at a particular time or remember information close to the time by association. Studies suggest that memories of the whereabouts of information along the time axis can be effectively used for information navigation.
4.1.4 Goal and Approaches

The goal of this research was to develop a browsing interface using time as a key for retrieving information efficiently. To reach this goal, we first focused on broadcast television programs and their guides (program guides) as target contents because they are typical types of information strictly managed by time. In particular, we did not simply use many videos but assumed a situation in which all the channels are continuously recorded. Next we developed a system that can record multiple channels continuously. We then developed a GUI that uses an analog clock as a metaphor for time-oriented information retrieving. The clock represented on the GUI is operated using a dial on a remote control. User can freely move along the time axis because the arm of the analog clock rotates in the same direction as dial rotation.

The rest of this chapter is organized as follows. Section 4.2 briefly summarizes the advances in television technology and the corresponding changes in TV viewing styles. Section 4.3 describes the system we developed for recording multiple channels continuously. Section 4.4 explains the GUI we developed that is based on an analog clock as a metaphor for browsing contents using time as a key. The evaluation results are presented and discussed in Section 4.5, related research is introduced in Section 4.6, and the key points are summarized in Section 4.7.

4.2 Advances in Technology and Changes in Viewing Styles

TV programs, a typical time-ordered type of data, are broadcast by TV stations in accordance with a schedule, which is generally published in newspapers and magazines and shown electronically on digital TV and the Internet. A decade ago, TV viewers typically checked one of these program guides to determine the time and channel of programs they wanted to watch or record. However, recent advances in information technologies for TV broadcasting and related products have brought about dramatic changes in viewing styles. In this section, we describe the main advances and predict how viewing styles will change in response to them.

4.2.1 Technological Advances

Large Capacity Hard Disk Drives

A decade ago, a person had to either watch his/her favorite programs at the time they were broadcast or carefully set the recording times and channels on his/her video recorder in order to record the programs. Nowadays, the style of watching/recording TV programs is changing dramatically with the spread of hard disk drive (HDD) recorders. Most commercial HDD recorders can store several hundred gigabytes of data, enabling users to record many TV programs; for example, most can store over 100 hours of high-definition
broadcast programs. Moreover, the programs to be recorded are set by simply selecting the desired programs from the displayed program guide, and the recorder can even be set to record them on a daily or weekly basis. This makes it much easier for users to record not only their favorite programs but also programs that they may enjoy viewing.

Moreover, as standards for home network systems [17], such as that of the Digital Living Network Alliance, DLNA [39], have been consolidated, makers have begun to market products that can be networked. This will enable the networking of several large-capacity HDD devices in the home—an HDD recorder in the living room, PCs in the children’s rooms, laptops on the work desks (and even in the bathroom), and so on. Therefore, the total capacity of the linked HDDs in a home could be of the terabyte (TB) order.

**Increased Number of Channels**

As the forms of TV program distribution have become diversified, the number of channels a user can watch has increased. In addition to traditional terrestrial analog television broadcasts, programs are now available from terrestrial digital television broadcasts, satellite broadcasts, and cable providers, and more than 100 channels are typically available. Moreover, video sharing services such as YouTube [148] are widely used as sources of video contents. With these services, a user searches for a program of interest by using keywords rather than using a program guide.

**Advanced Functionalities**

In line with the social and technological trend of “broadcast-telecommunication linkage,” some TVs now come equipped with functions for browsing the Internet [43, 150]. For example, a viewer watching a program about a historical event could simultaneously go on-line and retrieve information about the event.

Cable boxes with multiple TV tuners are now available. This enables a user to watch and/or record multiple programs simultaneously, eliminating the problem of deciding which program to watch and/or record. The same capability will be made available by the networking of all the TV tuner devices in the home.

**4.2.2 Multi-Channel Continuous Recording**

These advances will lead to the continuous recording of multiple channels becoming normal. The users will then have to search the contents of programs previously recorded and of programs currently being broadcast and information about programs yet to be broadcast, which is typically found in an electronic program guide (EPG). As a result, the amount and variety of contents that users can watch will become much greater, and the access path to the target contents will become more complex. The complexity of operating existing commercial interfaces will thus be increased. Interfaces that help users more easily operate digital devices will be necessary to meet a strong consumer demand. In
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response to this need, we have developed a GUI that enables users to access a rich variety of contents in an intuitive and easy way.

4.3 Recording System

To experience the situation of multi-channel continuous recording, we built an experimental system for continuously recording eight channels simultaneously. The system configuration and specifications are shown in Figure 4.1. Eight TV tuners that can simultaneously encode eight TV signals [65] are connected in a cascade manner and connected to a PC through a USB 2.0 connection. We developed a GUI and two software libraries (“DSAccessDll.lib” and “EPGDll.lib”) for accessing program and EPG data, respectively, recorded on the HDD. TV signals are received by the antenna, and the EPGs are obtained from the Internet.

The specifications of the PC and the recorded images are listed in Figure 4.1. Given these specifications, the system can record eight channels continuously for eight days. Furthermore, by managing the space on the HDD by using scripts, we can record eight channels for many days. The scripts delete older recordings to create space for newer ones. The EPG data covers the following week for all eight channels; it is managed using the

Figure 4.1: Multi-channel continuous recording system.
The recorded programs, in MPEG2 format, are stored in folders labeled with the date, time, and station, for example, “10/Dec/2008/12:30/NHK-TV.” Each file can hold up to 24 hours of recorded data. Using a more manageable length of 1 hour per file, we get 24 files per channel, 192 files for all eight channels each day, and 1536 files for the entire eight-day period. Similarly, the program information obtained from the EPG for each recorded program, such as “10/Dec/2008/12:30/NHK-TV/Daily News/Newsreader name/Brief explanation of program” is managed using the database management software.

Two important keys for searching for a particular program from this large amount of data are broadcast time and station name. Both keys can be found in the name of the folder containing the MPEG file in which the program is recorded and in the text information managed by the database management software. To find a particular scene in a program requires careful viewing of the file from the beginning. We thus designed a user interface for browsing these large amounts of data effectively. We utilized the fact that all these data are strongly related to time. They are densely arranged along the time axis from the past to the future.

### 4.4 Implementation

#### 4.4.1 Multi-stream GUI

We developed a GUI named Multi-stream GUI that can simultaneously handle multiple data inputs at any point on the time axis. Figure 4.2 (a) shows an overview of it. An analog clock for setting the time is placed at the center, and eight windows for the eight
channels are arranged around the clock. The software was developed using Visual C++ .NET 2003 and Microsoft DirectX SDK 9.0C (December 2004); DSAccessDll.lib is used for handling the program data, and EPGDll.lib is used for handling the electronic program guide (EPG) data (see Figure 4.1).

Figure 4.2 (b) shows a schematic view of the interface. In addition to the analog clock and eight windows, the main components are a cursor with small triangles indicating possible cursor movement directions, a ticker area for presenting program information in text, a field showing the current time, operation guidance controls, and a view mode area.

Figure 4.3 shows the remote control we developed for operating the Multi-stream GUI. It was made by reconstructing a conventional commercial remote control. A dial switch instead of the regular arrow keys is embedded in the upper portion. This switch can be used as four regular direction arrow keys, a select key, and a dial. Dial rotation moves the arms of the clock and produces a clicking sensation. Eight clicks are felt for each 360° rotation (rotation unit is 45°). The infrared signal emitted by the remote control is picked up by a receiver connected to the PC through a USB connection, and software running on the PC translates the signal into key press events. The assignment of key events and buttons on the remote control is programmable. The other buttons, such as the blue, red, green, and yellow ones, can be programmed as well. We programmed the four colored buttons to set the time interval for arm movement per unit rotation (1, 5, 10, or 30 min per 45° rotation).

The arms of the analog clock are rotated by turning the dial on the remote control, and the cursor is moved by operating the arrow keys. The cursor can be placed on any of the eight windows, the analog clock, and the view mode area. Usually, one of the eight windows is selected using the cursor, and sound is heard from only this window. If a program is presented in this window, related information is shown in the ticker area.
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Figure 4.4: Views on time axis.

- Sound of focused window can be heard.
- Transfer between multi- and full-screen modes.

- Search folders for name including indicated time.
- Seek position at indicated time in MPEG file from beginning.

- Search text information in DB.
- Show on-air programs in sub-window.
- Read out text by speech synthesis.
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4.4.2 Views on Time Axis

A key feature of this GUI is using the analog-clock metaphor for setting the time. Users can move the clock arms by rotating the dial on the remote control. Programs or EPG data corresponding to the time on the clock are shown in each window. Here we explain the operations for the three display modes.

Current View

The application starts up in “current view.” The clock displays the current time (Figure 4.4, top), and eight “on-air” TV programs can be viewed in the eight windows. Image data for recorded and on-air programs and/or text data for EPG information are spread around the virtual space defined by the time and channel axes. The information on a surface cutting a point on the time axis is presented in the windows, and currently on-air programs are shown in each window. If the user selects one by pressing the select key, the program in that window is shown full screen and the sound for that program is played (Figure 4.5). The programs, not still images, are shown in the other windows (which is possible because there are eight tuners). The arms of the clock are shown in white, and the background color is brown for AM and gray for PM to enable the user to immediately recognize the time setting of the GUI.

Past View

If the dial is rotated leftward, the arms on the clock are wound backwards, the view switches to “past,” and programs recorded on the HDD can be watched. The surface (yellow) cuts the time axis at a point corresponding to recorded programs (pink), as shown in Figure 4.4 (middle). The application searches for folders labeled with the corresponding time and finds the files with the programs recorded for the eight channels at that time. It then sets the start time for each program to match the time indicated on the clock. For example, if the clock indicates 10:15 (Figure 4.4, middle) the application searches for the eight folders labeled with a corresponding time, such as 10:00. It then sets the start time
for each program accordingly, such as 15 minutes from the beginning of the file. The arms of the clock are shown in orange, and the background colors are the same as in current view.

**Future View**

If the dial is rotated rightward, the arms of the clock are advanced, and the view switches to “future.” The surface (yellow) cuts the time axis at a point corresponding to EPG information (blue), and EPG text information is displayed (Figure 4.4, bottom). The application searches for the EPG information in the database with the corresponding time and finds the items for the programs to be shown at that time for the eight channels.

A speaking text function was implemented specifically for this view. The text information is converted using text-to-speech (TTS) technology. The GUI speaks the text using a TTS engine implementing Microsoft’s speech application programming interface (Speech API). Speech synthesis technology could be a good way of implementing the “10-foot user interface” supposedly needed for the interfaces of digital devices.

Both text information and the current on-air programs are presented in the sub-windows. This is because it is likely that users will switch to future view to obtain information on the programs that will air immediately after the current on-air programs. That is, the user may want to continue watching a current on-air program while checking information on the immediately following programs. The arms of the clock are yellow, and the background colors are the same as in current view.

**Setting Time Interval for Arm Movement**

As described above, the display view is selected by rotating the dial to move the arms of the clock, and dial rotation produces a clicking sensation. Eight clicks are felt for each 360° rotation (rotation unit is 45°). The arms of the clock move in 1-, 5-, 10-, or 30-minute intervals for each click depending on the setting. The interval is set by pressing the corresponding colored button on the remote (Figure 4.3). The default setting is a 5-minute interval (blue button).

### 4.4.3 Comparison with Conventional GUIs

The conventional GUIs found on commercial HDD recorders generally do not display the lists of recorded contents, current on-air programs, and future program information in a unified manner. Moreover, to switch between these three modes, different buttons on the remote control must be pressed. As shown in Figure 4.6, the conventional displays are usually vastly different. The list of recorded programs may contain a thumbnail image and descriptive text for each program, such as the title, station name, broadcast time, and performers. The cursor is moved using the four direction arrow keys on the remote, and only the program for which the thumbnail is selected is played. In contrast, the EPG view
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Figure 4.6: Conventional GUI on commercial HDD recorder.

Figure 4.7: Proposed GUI.

shows the time axis vertically and the channel axis horizontally. In both views, the cursor is moved in a 2D plane, vertically or horizontally. This 2D scrolling operation forces the user to read text information, such as program titles, rather than feel the time element and use it as a key for retrieval. Switching between the three display modes is not seamless, and this complexity and lack of seamlessness can make the user operations unpleasant.

On the other hand, in our Multi-stream GUI, the basic designs of the recorded program, on-air program, and EPG information views are the same (Figure 4.7). Additionally, there is no need to press different buttons such as “EPG” or “Playlist” to access them. The user simply rotates the dial to seamlessly switch between them. There is no need to scroll to an area not shown on the display, and scrolling in one dimension, the time axis, enables the user to navigate the contents using time as the key, not text or keywords. The operation of the control dial is reflected in all eight windows. This means that not only can all eight channels be watched at the same time, but all the channels can be fast-forwarded or rewound simultaneously without switching the target channel.
Figure 4.8: Calendar view function.
4.4.4 Calendar View

It is possible to set the time or search near the current time setting by rotating the dial to turn the arms of the clock. However, if the target day is some distance from the current time setting, setting the time simply by rotating the dial is not efficient. We therefore implemented another function called “calendar view” as a pop-up menu for setting the time and date more easily in such cases (Figure 4.8 (a)). The user can set the day, AM/PM, and time. “Return to current time,” “one week before,” and “one week later” can also be set. Using this function, users can easily search for programs broadcast some time ago, or for information related to programs that will be broadcast some time in the future.

To use this function, the user moves the cursor onto the analog clock (Figure 4.8 (b)) and presses the select key to open the pop-up menu (Figure 4.8 (c)). This menu is semi-transparent, so the program being shown can still be seen. The pop-up menu is separated into four areas: analog clock (for time setting) in the center, AM/PM and date (calendar) on the left, and one week jumping or returning to current time on the right. One of these four areas is selected by pressing the arrow keys. Once the area is selected, the values in the area can be selected by rotating the dial. For example, if the current date and time are 10 December 2008, 10:30, and the user wants to jump to 5 December 2008, 20:45, to watch a recorded program, he/she opens the pop-up menu and selects the clock area (Figure 4.8 (c)). He/she rotates the arms of the clock leftward to set the time at 08:45. Next, he/she presses the left key once to activate the AM/PM area (Figure 4.8 (d)) and switches from AM to PM to change the set time from 08:45 to 20:45. Then he/she presses the left key again to activate the calendar area (Figure 4.8 (e)). The calendar rotates as the user rotates the dial. Once the desired date, 5 December, is reached, the user presses the select key, the pop-up menu disappears, and the programs recorded at that date and time are displayed in the eight windows.

4.4.5 Category View

Our Multi-stream GUI is designed for browsing TV-related information including recorded programs, on-air programs, and EPG information using time as a key for retrieval. The information presented in the eight windows corresponds to a surface cutting a point on the time axis.

Filtering information on the basis of certain keywords is demanded by many users, not for browsing, but for retrieving. Filtering is also demanded in terms of gathering a particular set of programs and selecting one to be watched. We thus developed another function called “category view.” A screen image of it is shown in Figure 4.9 (a), and a schematic illustration of it is shown in Figure 4.9 (e). It differs somewhat from the channel view. First, the windows are not arranged in rows but in a spiral. Second, each window
Figure 4.9: Category view function.
does not correspond to a channel. Instead, the windows represent programs in selected categories, so each window has no fixed channel as in channel view (see Figure 4.2 (b) or 4.8). Third, the cursor is fixed at the upper-left window.

To switch from channel view to category view, the user moves the cursor to the upper-left window (Figure 4.9 (c)) and presses the up arrow key to move the cursor onto the view mode area to open the pull down menu (Figure 4.9 (d)). From the pull down menu, the user selects the desired category by operating the arrow keys. The view then changes from channel view to category view (Figure 4.9 (a),(e)). For example, if the keyword “movie” is input, TV programs in the movie genre are shown in the windows. A movie broadcast at the set time is shown in the uppermost window (top-left), and movies shown previously are arranged behind it in a rightward spiral. For example, if the user enters the title of a movie program that was broadcast at 17:00, the program is shown in the top-left window, another movie program that was broadcast at 12:00 is shown in the window to the right, and so on. If the arms of the clock are rotated leftward, the movie next in line moves to the uppermost window, and the one previously in that window disappears. The analog clock indicates the starting time of the newly selected program, which was broadcast before the previous one. The images of the older programs that are retrieved one by one with this process appear to gush out from the center (behind the clock) in an animated manner as the arm is rotated leftward. If the arms of the clock are rotated rightward, the image of the newer movie apparently hidden to the left of the cursor appears. If the newer information is from an EPG, the text programming guide for the selected category appears. The images appear to be sucked into the center in an animated manner as the arms are rotated rightward.

4.5 Evaluation

We have been using the developed multi-channel continuous recording system and GUI since 2005 in our laboratory. We have also shown the GUI at several exhibitions including CEATEC 2005 in Tokyo and CES 2006 in Las Vegas and have received much feedback (Figure 4.10). Here we describe some of our laboratory findings and exhibition feedback.

4.5.1 Laboratory Findings

Laboratory tests on the GUI revealed some interesting aspects.

**Time-oriented Browsing** One of the most impressive and interesting comments from users in our laboratory is something like,

“I did not know that such an interesting TV program was being broadcast by that station at that time!”
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This comment reveals that users tended to discover unexpectedly interesting programs at unexpected time in unselected windows, that is, windows that were not showing the initial target channel. It may also indicate that some users simply rotated the dial on the remote without any target program in mind. They just moved forward and/or backward along the time axis, checking out the programs displayed in each window. During this “killing time” operation, they tended to discover interesting programs unexpectedly.

Another comment from laboratory users was something like,

“I wanted to watch the program broadcast around 10 o’clock last night from the beginning because I missed the first part.”

The user simply had to rotate the arms of the clock backward and set the time to around the time the program was aired. He/she then set the time to that at the beginning of the program. This shows that a user can retrieve a desired program by simply roughly remembering the time it was shown. The time setting operations can be easily done using the analog clock metaphor. This is because everyone, from child to grandparent, knows how to use an analog clock. The operation of rotating the dial is very simple and intuitive, and users can easily change the setting at any time. Furthermore, the operation of rotating the dial is reflected in all eight windows. This means users can handle eight streams simultaneously and view eight channels at the same time.

Effects of Filtering by Categories  We found that the category view function is very useful for searching for contents in a proactive manner. Filtering by category, title, artist, etc. shortens the path to the target contents. Navigation along the time axis is possible in this view as well, and the time line, though represented as a spiral, was sensed well by the users. Moreover, presenting multiple images of same the program at once on the time line was useful for searching for multiple episodes of the same program, and gave user a satisfaction of collecting his/her favorite programs.

Changes in Television Viewing Styles  We found that using multi-channel continuous recording changes a person’s television viewing style.

First, “pre-set recording” is no longer necessary because all the programs are automatically stored in the HDD. As a result, no one says, “Shoot, I forgot to record an important program!” any more. The task becomes finding the desired program from content-rich information, and this is the task for which our Multi-stream GUI was designed.

Second, we found that a group of people could more easily discuss topics related to TV programs because, when someone mentioned an interesting program he/she had watched, the others could use our interface to find and watch it. As a result, a person could find interesting programs in a genre or with performers he/she had never watched before they were recommended by others. This non-automatic but user-initiated recommendation method is well suited for today’s world of content-rich television.
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Figure 4.10: Exhibition at CES 2006.

4.5.2 Exhibition Feedback

The GUI we developed was originally designed for television viewing, but its ability to handle multiple streams of time-ordered data simultaneously make it potentially applicable to other types of applications, as revealed by some of the comments we received at the exhibitions.

**Surveillance**  A number of the comments mentioned using it not only as a TV interface but also as an interface for surveillance camera monitoring systems. Such systems typically use multiple cameras and record continuously, and our GUI is well suited for monitoring multiple video inputs.

**Medical Diagnosis**  Several comments noted that various types of patient records, such as x-ray photographs of certain body parts, should be managed as time-ordered data to enable the doctor to grasp the changes over time. This would be an excellent application for our time-based GUI.

**File Management**  Other comments pointed out that other types of media, such as home video, digital photos, and MP3 files, are stored on HDDs. Since they are also stored in files with time stamps, our GUI could manage them as well.

**Highlight Scene Playback**  Several models of HDD recorders and TVs now come equipped with a function for detecting the highlight scenes, such as a homerun in a baseball game. Many of the people making comments were familiar with this “digest” function and mentioned that showing thumbnails of detected highlight scenes in a time-ordered manner, as in our “category view,” would help them to find a desired scene.
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4.6 Related Work

This section first describes research on information-retrieval techniques using time as a key. Next, background technologies related to user interfaces on television are described. Finally, the placement of this research is discussed.

Time-Oriented Information Browsing

Several studies have investigated the use of information-retrieval techniques in which the state of the work environment on a computer at a particular time is reproduced to help the user associate the target object with memories from around that time.

Rekimoto et al. described a time-centric user interface called “Time-Machine Computing” [119] that can be used to manage the state of the computer desktop by time. It aims to put information in order not only spatially but also temporally by managing the histories of operations such as creating and deleting files, reproducing the desktop state at a particular time, and visualizing the time information. The user specifies the time for the reproduction, and information sources, such as files that were on the desktop at that time, are presented where they were. They used various techniques to give the user a sense of the time, such as using semi-transparent menus and coloring the displayed icons so as to show the time order.

Ishii et al. investigated many computer-human interaction techniques that use familiar physical objects. Their “ambientROOM” system aims at helping people notice digital information unconsciously [68]. In this system, people use physical objects as controllers to retrieve information. For example, a physical analog clock is used to reproduce past information or access future information. If the arms of the clock are rotated leftward, to the past, the amount of e-mail received at the indicated time is represented by the sound of rain or the brightness in the room. During the operation of moving to the past or the future, the current time is represented as a shadow of the arms projected on the surface of the clock.

Masui et al. made use of the fact that, when people try to remember something, they generally use vague association rather than indicate a specific retrieval condition such as a keyword [97]. That is, even if someone cannot remember the desired information directly, he/she can usually retrieve the information by making use of the relationship between it and related information. The related information is remembered step by step until the target information is finally reached. They applied this to the retrieval of information on a computer. The degree of relatedness is determined by the contents of the files, the structure of the directories, keywords, and time information. Files with a high degree of relatedness are presented around the watched file. For example, files and other kinds of information sources created at about the same time as the file are presented around it. In this way, information is retrieved by using time association as a retrieval key.
Graham et al. developed a calendar browser for organizing and presenting photos by making use of the time stamps on the photos [51]. They compared its operation with that of a conventional browser based on scrolling retrieval and found that the calendar browser was faster for finding target photos. They implemented a function in their calendar browser for automatically clustering photos with close time stamps.

Some studies have investigated the visualization of time-ordered data using 3D expression. For example, the “perspective wall” proposed by Mackinlay [92, 93] presents a schedule or time-ordered files in a perspective view. The “dynamic timeline” interactive photo browser presents photos chronologically using semi-transparency or zooming technique [81].

Mynatt et al. also made use of the fact that time is a powerful cue for retrieving content-rich information. They developed a whiteboard system that can reproduce text previously written on a whiteboard [106].

**Background Technologies Related to TV User Interfaces**

**Server-Type Broadcasting** In terms of recording large amounts of data related to TV programs, a technology called “server-type broadcasting” has been studied [12, 75]. It assumes that there is a large-capacity server available in the home. The broadcaster sends program information, such as title, broadcast date and time, and performers, as metadata. A user makes use of this metadata to decide which programs stored on the home server to watch. Our proposed browsing technique based on the analog clock metaphor is used actively by the user to find and watch contents on a large-capacity local hard disk drive, while server-type broadcasting aims to let users watch stored contents rather passively.

**Speech Technologies** Speech technology is a strong candidate for achieving a human-centric user interface and has been applied as an operation method for television [50, 27, 143]. The biggest advantage of speech technologies is that they could enable the user to operate a device using spoken commands rather than a complex GUI or remote control. With it, virtually anyone would be able to operate a device without having to learn how to use an interface. However, in practice, its application to television is problematic due to limitations on the speech recognition rate and the inherent problem of recognizing synthesized speech in a television environment.

Cultural difference may affect the use of speech technologies. Tan et al. compared the acceptance of using speech commands between users in the U.S. and in Japan [134]. Users compared the use of speech commands with 100% recognition by the “Wizard of WOZ” method to remote control operation. They found that users in the U.S. could easily use the speech commands and preferred doing so while users in Japan had more difficulty and preferred using a remote control.

Another approach to operating a television using natural dialogue is to use an avatar as an agent that receives the commands and operates the device. The idea is to reduce
the operational complexity by letting an avatar perform the tasks and thereby improve the attractiveness of the interface [102, 15].

**Scene Detection** As the amount of watchable video content increases, the need for effective ways of browsing such content has grown, and technologies such as ones for detecting specific scenes have been developed. For example, Li et al. investigated how users watch videos using the various functions made available to them and found that the ones most used were those for time compression, pause removal, and navigation using shot boundaries [87].

Detecting particular scenes efficiently is another area that has attracted much attention. Of particular interest is detecting highlight scenes in sports programs [133, 86, 59, 78, 146, 35], and a function for detecting them is now available in some commercial TVs and HDD recorders. Highlight scenes, such as a goal in a football match, can be detected by detecting changes in the audio and/or video signals or by recognizing superimposed text information. Color or edge information of the objects in the video can be used to detect specific objects in the video. For example, a technique was developed that detects only players in the scenes of a football match [138].

Several methods for presenting detected scenes have been developed and evaluated. For example, Boreczky et al. developed a method for presenting detected key frames in comic book style [21]. Christel et al. developed an interface that arranges thumbnails of video scenes spatially on a map or temporally on a time line [34]. It recognizes the contents of the video automatically using audio, text, images, or facial images of people and arranges the thumbnails in the related area on the map. It also arranges video contents filtered by keywords along the time line to make it easier to retrieve them using time as a key. Another study investigated the relationship between the display rate, the number of key frames, and user perception when detected key frames are presented as a slideshow [137].

Other studies investigated ways of navigating programs using active searching by the user rather than using automatic system recommendations. Wittenburg et al. developed a technique for retrieving desired scenes that presents thumbnails taken from a video at fixed time intervals, which greatly reduces the use of fast-forwarding and rewinding [142]. Testing showed that a user could find the indicated scene by remote control operation more accurately with this technique, but not more quickly.

A similar technique was developed by Drucker et al. It takes thumbnails from a video at fixed time intervals and superimposes them on the display to help the user find a desired scene by fast-forwarding and rewinding [40]. The thumbnails are arranged horizontally at the bottom of the display, and the one selected is shown a bit larger. The time interval is adjustable and ranges from 10 seconds to 8 minutes. Testing revealed that, though this technique takes a bit longer and requires more button pressing on the remote to find the target than the user interfaces on TiVo [136], the users reported a higher level of
satisfaction with the proposed technique.

**Personalization and Program Recommendation** As the number of TV channels and the amount of video content increases, letting the system choose what to show has been another topic of interest. Rather than watch channels that they select, users watch preset programs or ones recommended by the system.

Many program recommendation systems using the user’s profile have been developed [69, 70, 130, 33, 61]. Isobe et al. identified four styles of watching TV by observing representative viewers [69]. They then developed a system that presents recommended programs in one of four styles, which the user can specify depending on the degree of program selectable they want: “watch preset channel,” “watch program recommended by system,” “select one from list of recommended programs,” and “retrieve program.” Zimmermann et al. developed a system that improves the reliability of recommendations [149]. It guides users to new programs by presenting recommendations based on a conversational process with the user.

**Remote Controls** Devices that control GUIs enable users to browse TV content conveniently. Most conventional remote controls have so many buttons that users are often unsure of how to use a function. Various remote control devices have thus been developed with reduced complexity.

One approach is the universal remote, which can be used to control the TV as well as various other devices in the home. Conventional handheld devices, such as PDAs and tablet PCs, could be used as a universal remote [121, 109, 19]. The graphical user interface displayed on the handheld device would change automatically depending on the target device. A particular benefit of using a conventional device with a display is that the menu graphics would be displayed on the handheld device while the video contents would be displayed on the main display without being obscured by a graphical overlay. Kohtake et al. developed a technique for using one device to control the operation of several devices connected through the Internet [76]. A camera in the control device recognizes the 2D marker attached to each device to be controlled, and data can be copied or moved from one device to another by “pointing” at the appropriate devices. Preset recording can be initiated by pointing at a recording device.

Creating new hardware is another approach. Komine et al. embedded a trackball in a remote control to reduce the number of buttons and optimized the GUI for the remote [79]. User testing revealed that users looked at the remote control less frequently to confirm the operation than they did with a conventional remote. Ferscha developed a tangible cube-shaped remote control small enough be held in the hand [44]. Rolling or rotating the cube controls TV operations. Paper and pen based input techniques have also been applied to remote control. Hess proposed using a paper-based interface and text recognition for changing channels, controlling the volume, and inputting text [55].
Placement of this Study
In this research, we proposed using time as a key for retrieving or browsing contents and developed an interface for searching a large volume of TV-related data, which is typical type of time-ordered data. In the GUI we developed, we used the metaphor of an analog clock to enable the user to intuitively and effectively recognize the time. We also developed a remote control with a dial switch to operate the analog clock on the GUI. By simply turning the dial, a user can rotate the arms of the clock and seamlessly move along the time axis from the past to the future (and back again) to browse the contents. Related research on time-centric information browsing interfaces mainly focused on reproducing past states of a computer and the data on it at that time. Compared to these studies, our interface treats the past, present, and future equally, and the target data, i.e., data related to TV programs, is densely arranged along the time axis.

Our proposed interface has a high affinity for existing and developing TV-related technologies such as scene detection, program recommendation, and speech technologies. Combining these technologies with our interaction technique featuring time as the key for browsing should result in an intuitive and effective information browsing interface.

4.7 Discussion
We have developed an interface that handles recorded TV programs and program information using the metaphor of an analog clock. We use an analog clock as a metaphor because TV programs and the information about them in an electronic program guide (EPG) are typical types of time-ordered information, so using time as a key for retrieving a desired program or browsing along the time axis should work well. As described in the previous section, users could handle the interface easily; that is, they could operate the clock intuitively. The time-oriented browsing method generates positive effects such as discovering unexpected interesting programs and retrieving a desired program by roughly remembering the date and time it was broadcast. The analog clock metaphor was used to give users the sense of moving freely along the time axis. We think that time-ordered data such as that for TV programs and related information can be suitably managed using the proposed interface.

Time is a powerful cue for remembering an event in daily life. We created a situation in which all TV programs broadcast on eight channels were continuously recorded. In this situation, the data collected for the recorded programs, on-air programs, and EPG were densely arranged along the time axis. Users tend to roughly remember the date and time when they watched a particular program, so they can usually navigate to that program later using that memory. Our GUI supports such time-oriented navigation by giving the user the sense of time through the use of an analog clock, which can be operated freely to...
move along the time axis.

Multi-channel continuous recording is one possible near-future television viewing style, and our Multi-stream GUI was designed especially for that situation. In addition, our time-oriented interface is well suited for various movie-content viewing situations and related technologies are rapidly advancing. In our study, we focused on contents broadcast by TV stations as the data to be managed using our interface. In addition to such contents, shared videos on the Internet can be accessed. The contents submitted to video sharing services have temporal information as well, including the time they were uploaded and/or downloaded. This information can be used for retrieving such content using our time-oriented GUI, together with other retrieval techniques such as keyword search.

The number of video channels available for viewing continues to increase. One of the most frequently asked questions at the exhibitions was the ability of the GUI to handle more than eight channels. From personal experience, we think eight is the maximum number of channels that can be watched at one time. The problem is finding a way to select, from the hundred or more channels available, which ones to watch. One approach is to combine our GUI with a program recommendation system. Besides program recommendation systems, there are many related technologies that could be used with our interface to improve the user’s experience. Since a person using our interface to search for contents must be relatively active, combining it with technologies that the person can use passively, such as program recommendation and highlight scene detection, should work well.

Finally, in this era of “broadcast-telecommunication linkage”, TV viewing styles are changing day by day [43, 150]. In addition to the programs broadcast by TV stations, there is a rich supply of video contents on the Internet. With the spread of Internet video delivery services, TV viewing styles have changed from passive browsing to active searching [23]. Moreover, interactive television and digital television have been introduced, and communicating with other users through the TV is possible [90, 28, 53]. Various user interfaces and designs for them have been eagerly studied [120, 72, 42, 144, 113]. Our future and continuous challenge is to explore ways of accessing these rich collections of digital contents effectively and comfortably. As described above, time is a strong cue for intuitively managing a rich collection of temporally ordered contents. Management of contents on the Internet, such as YouTube videos, is mainly done using keyword search. However, for navigating contents on the Internet, other methods must be developed that make navigation more efficient. We believe that our proposed interface using time as a key can be widely applied in the era of broadcast-telecommunication linkage.
Chapter 5

Conclusion

5.1 Retrieval Behaviors and User Interfaces

We have covered three topics: analysis of information-retrieval behaviors, use of a book metaphor interface, and use of a time-oriented navigation interface for television. We first investigated how people operate user interfaces depending on the degree of memorization of target contents. We found that there are four typical operation patterns for keyboard operations and four for mouse operations. In particular, the relative position of the target content or the entire order of arrangement affects the memorization, rather than the content itself. These findings indicate that the relative position and order of arrangement play important roles in information-retrieval behaviors, that is, how people operate user interfaces.

The human ability to memorize information spatially is well known in terms of memorizing the location of information by using knowledge of relative position. A book is a typical physical information medium for which we use this ability. For example, we can easily guess the whereabouts of a particular page in a book. Our book metaphor interface handles contents arranged in one dimension, and users browse them by leafing through the pages. We think that there must be typical patterns of leafing through pages, like the four patterns we found for keyboard and for mouse operations. We also think that, once these typical patterns are identified, we can develop an algorithm that represents contents appropriately depending on the pattern used. For example, if the pattern is quick leaving, familiar contents can be shown with emphasized representation, and if the pattern is slow leaving, unfamiliar contents can be emphasized. The results of our experiment on finding photos using our developed interface showed that the retrieval time tends to depend on the photo type. This indicates that the leafing pattern is affected by at least the target contents type and that there must be other factors such as memorization of relative position and order of arrangement.

Similarly, typical patterns of operating an analog clock were identified for the time-
oriented interface using the analog clock metaphor. This interface handles contents arranged on a time axis in one dimension, and users browse them by moving along the time axis freely. The whereabouts of content on the time axis can be guessed by referencing absolute temporal information instead of relative position. How far the target is from the current position on the time axis is expected to affect how users operate the interface.

Independently, these two user interfaces are an improvement over existing interfaces and enable efficient and comfortable access to desired information. Together, however, along with a better understanding of the mechanisms people use to retrieve information, they will enable a truly natural and highly interactive computing environment for content-rich information browsing.

5.2 Summary

This thesis described two interfaces for accessing desired information efficiently and comfortably. We first analyzed how people retrieve information and used the findings to establish a basis for designing improved interfaces (Chapter 2). There has been no previous research focusing on the effect of various factors such as the user’s ability to recall information and the features of the target contents on how a user operates the interface for an information appliance. We analyzed the relationship between the degree of memorization and the patterns of user operations. Using the understanding gained, we developed an improved user interface for browsing digital contents (Chapter 3). It is a bendable device based on the book metaphor that recreates the factors that generate the pleasant feeling that comes from leafing through the pages in a book. This is a pioneering attempt at applying the book metaphor to hardware. We also developed a time-oriented navigation interface that uses time as the key to retrieval (Chapter 4). It is based on the analog clock metaphor and can be used to efficiently manage time-ordered data such as that for TV programs and related information.

This thesis makes three particularly important contributions.

Clarification of Effect of Memorization on Information-Retrieval Strategies (Chapter 2)

The results of our user experiment clarified the effects of memorization on the operation patterns of a user interface. The aim was to better understand the mechanisms of information retrieval and apply them to the design of user interfaces for information appliances. Such an understanding should make it possible to create an algorithm that adjusts the interface to the user’s operation behaviors.

We first investigated the behaviors used to retrieve photos. Though we did not investigate all the situations needed to fully understand retrieval behaviors, we believe our results do contribute to understanding the fundamental mechanisms. We made use of the
fact that the degree of memorization affects the way people operate information appliances. We investigated the relationship between scroll operation patterns and (1) memory of photo contents, (2) memory of photo positions, and (3) type of photo, which can affect memorization. We plotted the scrolling patterns, i.e., position (photo ID) and velocity against time. Our hypothesis was that the shapes of these patterns could be classified on the basis of the degree of memorization and the type of photo.

The results of our user experiment showed that particular operation patterns tended to appear depending on the degree of memorization. We found that the larger the degree, the higher the percentage of particular operation patterns, and the lower the degree, the higher the percentage of other patterns. Though the system is unable to judge the degree of memorization, the degree can be affected by the features of the photos. We classified the photos into three types, “series,” “impressive,” and “featureless,” and measured the ease of memorization for each type. The operation patterns tended to uniquely correspond to a particular type. The features of the target contents that affect the degree of memorization can be interpreted by a computer.

Given these findings, we can construct an algorithm that identifies the features of the intended target contents on the basis of the way the user operates. For example, if the user operates the widgets of the user interface, such as the arrow keys and scrollbar rapidly, the system can be instructed, for example, to present only photos with a particular feature or ones that have been frequently accessed because the user’s operation behavior can be interpreted to mean that he/she tends to search for familiar photos. On the other hand, if the user operates the widgets slowly (carefully) or irregularly, the behavior can be interpreted to mean that he/she tends to search for unfamiliar photos. In this case, the system can be instructed to present photos with “weak features” or ones with a low rate of being accessed, for example. Such an algorithm can be easily and quickly applied to any photo searching or browsing software system.

Our study contributes to the field of computer-human interaction because it will enable the design of user interfaces based on an understanding of the mechanisms people use to retrieve information. Many of the studies on user interfaces have focused on those components that the user operates directly and have resulted in, for example, novel input techniques and intuitive GUI designs. We focused instead on the underlying mechanisms of retrieval behaviors so that we could design not only the outer layer of user interfaces but also the depth.

Identification and Application of Factors that Generate Pleasant Feeling (Chapter 3)
To realize a user interface that can be used to access content-rich information both efficiently and comfortably, we developed a device for browsing digital contents that provides a tangible sense of leafing through the pages of a book. We first investigated the factors
that generate the pleasant feeling. While the dynamics of page turning remain a mystery, we have identified the two main factors. One is the elasticity created by the bending of the pages, and the other is the shearing force created by the rubbing of the edges of the pages with the thumb. Using this knowledge, we designed a bendable device for handling digital contents using the book metaphor.

While real-world-oriented user interfaces have been studied well, many of them use objects in the real world simply as a metaphor to reduce the psychological load of operation. For example, though there has been much research on the use of the book metaphor for information browsing, it has been mostly implemented as an interface in software. We think our effort is the first attempt to implement it in hardware. Doing so not only reduces the psychological load of operations but also gives tangible feedback similar to that of handling an actual book. In other words, our interface is not simply physically oriented and tangible, it is also sensibility oriented.

In terms of memorization ability and information-retrieval behaviors (Chapter 2), our developed device makes use of the ability people have to spatially manage and memorize information, enabling it to handle content-rich information. Our device handles digital contents arranged in one dimension and in page units, in the same way an actual book presents information as pages. The order in which information is arranged must play an important role in the way people memorize it and navigate to find it. Arranging information in one dimension, rather than in a hierarchical structure, and then accessing the information using a device such as ours should reduce the complexity of navigation and enable more intuitive interaction.

Our developed device demonstrates the feasibility of applying our findings to flexible displays in general, which are expected to become widely used in the near future. Current flexible displays are not well suited for use in our bendable device because they are technologically immature and limited in capability, e.g., the refresh rates tend to be too low. However, our proposed technique can be applied to them once these problems are resolved. We think investigating and developing interaction techniques for applying flexible displays is worthwhile because flexible displays will certainly change the trend in the development of information appliances once they are popularized. We believe the interaction technique used in our developed interface will play a key role in appliances using flexible displays.

Development of Time-Oriented Information Navigation Technique Using Analog Clock Metaphor (Chapter 4)

An information navigation technique using time as a key has been proposed and applied as an interface for television-related data, which is a typical type of time-ordered data. Using the analog clock metaphor, which everyone is familiar with, enables a user to freely navigate information arranged along the time axis.

Time is a powerful cue for associating memories in daily life. While related research
has used time as the key to navigating information, most of it has focused on reproducing the past states on a computer. Our interface handles not only past information, but also current present and future information densely arranged along the time axis in the same manner.

The metaphor we used to give the user an intuitive sense of time is an analog clock, an object everyone knows well. The ease of understanding the relationship between rotating the arms and setting the time enables users to easily and freely navigate along the time axis. The consistency between turning the dial on the remote control and the rotation of the clock arms on the GUI produces a strong feeling of fast-forwarding or rewinding time and thereby moving freely along the time axis.

One of the big effects of navigating information by moving along the time axis is encountering unexpected information at an unexpected time. This was frequently demonstrated in the user evaluations. We believe the ease of time handling produced a sense of free and easy movement along the time axis, and this led to the discovery of unexpected information at an unexpected time. Such discovery is not possible with keyword search or a conventional thumbnail- and text-based 2D scroll interface.

In terms of an interface for browsing TV programs, our study contributes in the respect that it predicted and realized the situation of multi-channel continuous recording. Though styles of TV viewing have been changing day by day due to technological changes related to the trend towards “broadcast-telecommunication linkage,” our predicted situation will likely be one of the future video content browsing styles. We believe that our interface has high affinity for other technologies and possible TV watching situations.

5.3 Future Directions

One of our future challenges is to establish a design framework for a user interface based on an understanding of the mechanisms people use to retrieve information. We investigated the relationship between memorization and information-retrieval behaviors. We are planning to analyze other factors such as eyesight, computer familiarization, display size, and refresh rate. Once these relationships are clarified, we should be able to create an algorithm for the developed interface that adjusts its operations to the user’s retrieval behaviors and/or predicts the user’s intention on the basis of how they operate the interface. Moreover, as we have described here, the features of the target content affect the retrieval behaviors. We plan to investigate the relationship between not only photos but also other contents such as text or sound, and these behaviors. We also plan to develop an algorithm for our developed user interface that adapts its operations to the user’s behaviors.

Another challenge is to identify the factors that generate a pleasant feeling when operating familiar physical objects other than a book, which we featured in this thesis.
Not only by using a familiar object as a metaphor for reducing the psychological load of operation but also by identifying the core factors of the feeling and applying them to a browsing interface, we can develop an interface that a person can use to access information comfortably. We plan to establish a basis for designing a user interface that makes use of the factors that generate a pleasant feeling when a physical object is operated even if there is no fresh outer design or novel functions. We think that such a “sensibility-oriented” interface would open up new horizons in the computer-human interaction field, even if the interaction appears normal and casual at first glance.

5.4 Concluding Remarks

In spite of the great efforts made to improve user interfaces and thereby facilitate access to the digital world, removing the obstacles between the real and digital world completely is still a challenge. In this thesis, we emphasized the need to focus on understanding the fundamental mechanisms of information retrieval and of how pleasant feelings are generated when we handle physical familiar objects so as to enable more natural and free access to digital contents. Our ongoing challenge is to develop user interfaces based on the scientific and quantitative analysis of the relationship between a person’s surroundings and how his/her behaviors are stimulated by them to realize natural interaction with digital contents.
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