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Abstract

This paper investigates a hybrid robot that integrates physical and
AR body parts, focusing on how the presentation modalities of
the head and arms impact human perception of social presence.
We implemented a hybrid robot system that allows switching the
presentation modalities of the head and arms between physical
and AR, and compared four conditions: both physical, physical
head and AR arms, AR head and physical arms, and both AR. Two
experiments were conducted with different tasks: material explana-
tion and multi-party discussion. These experiments demonstrate
that the hybrid robot with a physical head and AR arms effectively
overcomes AR device limitations, achieving a social presence com-
parable to or greater than that of a fully physical robot. The findings
also show that the specific AR-presented body parts significantly in-
fluence evaluations, underscoring the importance of careful design
in hybrid robots.

CCS Concepts

+ Human-centered computing — Mixed / augmented reality.

Keywords

Augmented Reality, Embodiment, Social Presence

ACM Reference Format:

Ikkaku Kawaguchi, Keiichi Ihara, Ayumi Ichikawa, Aoi Sakata, Yusuke
Ashizawa, Shintaro Mori, Miki Hasegawa, and Kosuke Fujikawa. 2025. Hy-
brid Robot Integrating Physical and Virtual Body Parts: Effects of Head
and Arm Modalities on Social Presence. In 13th International Conference on

This work is licensed under a Creative Commons Attribution 4.0 International License.
HAI 25, Yokohama, Japan

© 2025 Copyright held by the owner/author(s).

ACM ISBN 979-8-4007-2178-6/25/11

https://doi.org/10.1145/3765766.3765783

Yusuke Ashizawa
University of Tsukuba
Tsukuba, Ibaraki, Japan
ashizawa@iplab.cs.tsukuba.ac.jp

124

Shintaro Mori
University of Tsukuba
Tsukuba, Ibaraki, Japan
smori@iplab.cs.tsukuba.ac.jp

Kosuke Fujikawa
University of Tsukuba
Tsukuba, Ibaraki, Japan
fujikawa@iplab.cs.tsukuba.ac.jp

4 Objects or
\ / Other Participants sl
Physical A =
body ® E .G

/

invisible

AR body

peripheral HMD'’s
vision

)

Figure 1: (A)Concept of hybrid robots. (B)Four conditions we
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1 Introduction

In interactions with others in the physical world, conveying social
presence [8, 18] is essential for achieving smooth and meaningful
communication. Social presence refers to the sense of “being to-
gether with another” [8], and a key foundation of it is the use of
nonverbal cues such as gaze, posture, and gestures. These bodily
expressions help social interaction—for instance, regulating con-
versational flow, indicating attention, and supporting shared under-
standing [2, 15, 23, 28]. The ability to engage in such bodily-based
communication is referred to as embodiment [11].

To reproduce this social capability, the concept of robotic embod-
iment has been explored [10]. For example, telepresence robots like
kubi [41] or Double [39] convey remote person’s gaze and prox-
emics through display rotation and its mobility [7, 9, 14, 31, 34, 36—
38, 45]. Furthermore, robots with more human-like physicality,
such as head or arms, can convey detailed bodily states through
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the robot’s physical body parts [1, 3, 6, 13, 24, 25, 29, 35]. However,
using physical robots involves significant costs in system design,
implementation, and maintenance.

An alternative approach is virtual embodiment, using CG avatars
presented through AR devices [19-21, 27, 30, 32, 33]. CG avatars are
not constrained by physical limitations and offer advanced embodi-
ment at a relatively lower cost. However, the currently available
AR headsets have a limited field of view(FOV) [26], which affects
peripheral perception and causes a decrease in social presence [21].

We focus on a hybrid embodiment that integrates an optical see-
through AR device with a physical robot to address the trade-offs
between robotic embodiment and virtual embodiment. In this pa-
per, we define a hybrid embodiment as one that integrates different
modalities for each body part, such as a physical head and AR arms,
and call the robot with hybrid embodiment as hybrid robot. By
using an optical see-through AR device that does not block periph-
eral vision, physical body parts can be continuously visible even
outside of the AR device’s FOV, while AR offers advanced embodi-
ment within the FOV(Fig.1(A)). This configuration is expected to
compensate for the limitations of the AR’s FOV and improve social
presence compared to using AR alone. Additionally, replacing some
physical components with AR can reduce the costs associated with
the design, implementation, and maintenance of physical robots. It
should be noted that there are already studies evaluating robots that
match our definition of hybrid robots [16, 17]. However, previous
studies only evaluated the hybrid robot positioned directly in front
of participants and entirely within the FOV of the AR device. Thus,
the effects of hybrid embodiment have not been investigated in
situations where the targets of interactions (other participants or
objects) are located away from the robot, causing the robot to fall
outside the AR device’s FOV. In addition, the body parts adopted for
AR presentation were limited to the arms. In a hybrid configuration,
other body parts, such as the head, could also be adapted for AR
presentation, and effectiveness may vary depending on the chosen
body part. Based on these limitations, this study set the following
research questions(RQs).

RQ1 How does the hybrid configuration affect social presence
when AR parts occasionally fall outside the FOV?

RQ2 Do evaluations of the hybrid robot differ based on which
body part is adopted for AR presentation?

To address the RQ1 and RQ2, we adopt the following approaches:
First, we evaluate the hybrid robots in two experimental settings
where participants need to interact with elements located away
from the robot(e.g. material explanation task, multi-party discussion
task). Second, we focus on the arms and the head as the target of AR
presentation in hybrid robots, and compare four conditions combin-
ing physical and AR presentation for each body part (Fig.1(B1-B4)).

In this paper, we describe the hybrid robot system we imple-
mented for our investigation, which is capable of switching between
physical and AR modalities for the head and arms. We then describe
the two experiments and their results, and report the findings of
this research.
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2 Related work
2.1 Robotic Embodiment

A method using robots has been proposed to convey body status and
enhance social presence. Telepresence robots, such as kubi [41]or
Double [39], allow remote participants to look around the local
site by rotating a display with a camera and conveying their ref-
erences to the local participants or objects. The rotation of the
display can be combined with video images and has been adopted
by many systems [7, 9, 14, 31, 34, 36-38, 45]. While display rotation
conveys the remote participant’s spatial reference and improves
conversational flow [7, 38], rotating a display showing a face image
leads to gaze misperception [4, 22]. As an alternative approach,
systems using more human-like physical bodies, such as heads or
arms, have proposed [1, 3, 6, 24, 25, 29, 35]. However, using physical
robots involves significant costs in system design, implementation,
and maintenance. In this study, we explore the potential of hybrid
embodiment, which may help reduce such costs.

2.2 Virtual Embodiment

There are researches that present a virtual body through AR in
remote communication. For example, a method using simple body
parts (head, hand) [5], whole body CG avatar [21, 27], and point
cloud of the actual user [19, 20, 30] has been proposed. The current
head-mounted displays (HMDs) have a limited FOV [26], therefore
proposals to address the FOV issue, such as a method to make the
avatars smaller to fit them within the FOV [32, 33]. In addition,
compared to objects in real space, luminance and resolution are
also constrained in optical see-through AR devices. This study
mitigates the effects of these AR limitations by using a robot with
a physical body combined with AR. In addition, some systems
combine physical robots with AR [19, 21, 27]. However, in these
systems, the embodiment is entirely presented through AR, so we
distinguish them from hybrid embodiment, where both a physical
body and AR are used together for embodiment.

2.3 Hybrid Embodiment

As an example of hybrid embodiment, a method to improve ex-
pressiveness by giving arms to a social robot without arms has
been proposed [16]. However, this study compares the robot with
and without AR arms, but does not assess the differences between
physical and AR modalities for the same body part. In contrast, Han
et al. conducted a study comparing the effects of deictic gestures
performed with physical arms versus AR arms [17]. However, the
target of the AR presentation was limited to the arms. Furthermore,
these studies only evaluated the hybrid robot positioned directly in
front of participants and entirely within the FOV of the AR device.

Based on these limitations, this study aims to further evaluate
the effectiveness of hybrid robots. First, we assess the effectiveness
of the hybrid robot in situations where participants need to interact
with elements other than the robot. Such situations are precisely
where robotic embodiment is needed, but the limited FOV becomes
a critical issue, so evaluating the hybrid robot in these situations is
valuable for understanding its effectiveness. In this study, we select
two scenarios: one in which a robot explains materials in the real
world, and another in which a robot participates in a multi-party dis-
cussion. We conduct experiments in each of these situations(Section
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4, 5). Second, we investigate whether the hybrid robot’s evaluations
vary depending on the body part presented in AR. We adopt not
only arms but also the head for AR presentation, as the head plays
a crucial role in social interaction by conveying gaze. We compare
four conditions by altering the presentation modality of the head
and arms.

3 System

We implemented a hybrid robot system capable of switching be-
tween physical and AR modalities for the head and arms. The
system includes the physical robot, Microsoft HoloLens 2, the AR
control PC, and the remote control PC(Fig. 2 (A)).

3.1 Physical Robot Implementation

The physical robot used in this study is a telepresence robot equipped
with a humanoid head, developed in our previous research. The
robot’s appearance is shown in Fig. 2 (B). The physical robot has a
head with 2 degrees of freedom (DoF) and arms with 4DoF(3 DoF
in the shoulder and 1 DoF in the elbow). Both the head and arms
are independently detachable. Joint movements are operated by
servo motors, each controlled by serial communication from the
Surface Go 3embedded in the robot’s torso. The angles of each joint
are controlled by data received via UDP communication from the
remote control PC. A Python program running on the Surface Go
3 manages communication with the remote control PC and the
servo motors’ serial control. For remote communication, a video
call is connected between the Surface Go 3 and the remote con-
trol PC. A 120-degree wide-angle web camerawas used to capture
the local environment. In this study, we focused only on the ro-
bot’s body movements; hence, the display was deactivated, and the
participant’s face was not shown.

3.2 AR Implementation

HoloLens 2 is utilized to overlay AR-rendered head and arms onto
the physical robot. HoloLens 2’s resolution is 1440 x 936 per eye (47
px/deg), and the field of view is approximately 52 degrees diagonally
(28.5 degrees vertically, 43 degrees horizontally). The frame rate
was about 60 fps during the system operation. The AR presentation
program is implemented by Unity and played on the AR control
PC, and shows AR body parts on HoloLens 2 through Microsoft’s

Remote control PC Physical Robot
head and arm control [UDP | Surface Go3  |serial
program (Python) Ll robot control head
i | I{P program
visual feedback i ! (Python)
program (C#) 1
i
1
AR control PC | | HoloLens 2
AR presentation [« - - _I _ Holographic
program (Unity) wi-Fi| | Remoting Player

Figure 2: System configuration, (A)block diagram showing
system components, (B)appearance of the physical robot.
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Holographic Remoting Player !. The 3D data for the AR head and
arms is exported from the 3D CAD data used for the robot’s physi-
cal implementation. The angles of each joint are controlled by data
received via UDP communication from the remote control PC. In
addition, a function to record the user’s gaze during the task in
the experiment was implemented using Microsoft’s Mixed Reality
Toolkit (MRTK) 2. On the AR control PC,the AR presentation pro-
gram is executed that receives data from the remote control PC
via UDP and controls the movements of the body parts presented
in AR. In Experiment 1, instead of using the data from the remote
control PC, we controlled the robot using the Python program that
plays pre-recorded explanations.

3.3 Remote Control

On the remote control PC, the head and arms control program is
executed. The direction of the robot’s head and arms are controlled
by the remote operator’s body motion. The motions of head and
arms of the remote operator are estimated from the video obtained
from the web camera, using the OpenCV 3 and dlib * for head
direction, and the MediaPipe 5 for arm position. The information
of the head and arms is sent to the AR control PC and Surface Go
3 on the robot via UDP communication. The same information is
also sent to the visual feedback program which is also run in the
remote control PC. Visual feedback is usedto check the current
direction of the robot’s head and the arms, and is displayed on the
video of the local environment. The feedback of the head direction
is expressed by a red square frame that moves corresponding to the
head of the physical robot on the local site, and the arm direction
is expressed by changing the background color of the square on
the screen placed at the position corresponding to the current arm
direction.

4 Experiment 1: Material Explanation Task

In this study, we evaluate the proposed system in two different
experimental settings (e.g., a material explanation task and a multi-
party discussion task). This paper first describes the content and
results of each experiment, and then discusses the characteristics
of the hybrid robot based on the results of both experiments.

In this section, we describe the experiment to evaluate the effects
of the presentation modalities of head and arms in material expla-
nation tasks. The experiment focused on explaining two materials
placed in physical space. This experiment was conducted with the
approval of the ethics review committee of the authors’ affiliated
organization.

4.1 Experiment Design

We set a task in which a remote operator(experimenter) explained
two materials placed in the physical space to one participant. These
materials were photographs of two local souvenir items from a
specific prefecture in Japan. The explanations covered the names,
features, and prices of each item. In the task, to control speech
and motion in each trial, prerecorded voice and predefined motion

Uhttps://apps.microsoft.com/detail/9nblgghdsv40
Zhttps://github.com/microsoft/MixedRealityToolkit- Unity
Shttps://github.com/opencv/opencv
“https://github.com/davisking/dlib
Shttps://github.com/google/mediapipe
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Figure 3: Experimental setup. (A)actual environment,
(B)overview of the layout

were used to explain the two materials. Motion during the task
included pointing with the arm for materials and directing the head
towards the materials and the participant. Since this experiment
was designed as a within-participant design with four conditions,
we prepared scripts for the four prefectures. After the explanation,
the remote operator asked the participant which souvenirs they
preferred, and the participant orally provided their choice and the
reasons. The average time required for a task(explanations and re-
sponses) was 80.61 seconds (SD = 8.72), with variations in time due
to differences in the participants’ responses. The experimental setup
is shown in Fig.3. The angle between the material and the robot
was approximately 37 degrees at minimum. The FOV of HoloLens 2
is 43 degrees horizontally(21.5 degrees for each side), which causes
the robot to be outside the AR presentation range when participants
are directly facing the materials. To mitigate the influence of motor
noise, the explanation was presented through a noise-canceling
headset.We recruited 16 voluntary participants(1 female, 15 males;
mean age = 22.4, SD = 1.26) from undergraduate and graduate
students at our local university. All participants were affiliated with
an undergraduate or graduate department in computer science. Re-
garding familiarity with AR/VR, participants responded using a
7-point Likert scale (1: beginner, 7: expert), with an average score
of 3.25 (SD = 1.69). The experiment consisted of pre-experiment
instruction, a practice task, a main task and questionnaires in each
condition, and an interview after all conditions were completed.
The overall duration of the experiment was approximately 1 hour,
and participants received compensation following the guidelines
of the authors’ affiliated organization.

4.2 Conditions

In this study, we established four conditions that combine physical
and AR presentations for both the head and arms: C1: Both Physi-
cal, C2: Physical Head and AR Arms, C3: AR Head and Phys-
ical Arms, C4: Both AR (Fig.1(B1)-(B4)). Although the AR body
is not presented in C1, participants wore HoloLens 2 to standardize
the effect of wearing HoloLens 2 (visibility in the experimental en-
vironment, physical burden, etc.). We adopted a within-participant
design. Considering the order effects of each condition and the
scripts, we counterbalanced the order for the conditions and the
scripts used in each trial by Latin squares.

4.3 Measures

We set the following measures to evaluate the effects of each body
part’s presentation modality on social presence and interaction.
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Social Presence. We employed the Networked Mind Social Pres-
ence questionnaire [18] to assess social presence in our study. From
the original questionnaire, We selected three subscales most rele-
vant to our task: Co-presence (CoP), Attentional Allocation (AA),
and Perceived Message Understanding (PMU). Each subscale con-
sisted of 6 items, and their average values were used as scores for
the respective categories.

Clarity of Body Status. To investigate how well users could recog-
nize the state of each body part, we set a questionnaire to evaluate
the clarity of body status. The questionnaire includes questions
about awareness and direction clarity of gaze and pointing (Q1-Q5),
as well as questions about the sense of eye contact (Q7) and looking
at the same object (Q7). Participants answered each question on a
7-point Likert scale.

Gaze Direction. To evaluate the references to the physical space
from the system, we analyzed the participants’ gaze direction during
the experiment. We utilized HoloLens 2’s gaze tracking feature to
measure the time participants spent looking at the robot, Material A,
Material B, and other areas during the task. To determine whether
participants looked at each object, we defined detection regions
for the robot, Material A, and Material B. We considered the user’s
gaze ray (invisible to the user) from HoloLens 2’s gaze recognition
feature hitting the detection region as an indication of looking at
the respective object. The temporal resolution for gaze direction
acquisition was approximately 30 Hz.

Preference. After completing all conditions, a semi-structured
interview was conducted. In the interview, participants ranked the
four conditions in terms of preference based on the viewpoint of
receiving explanations about materials placed in the physical space
from a remote participant. Participants were also asked to explain
the reasons for their ranking.

Quality of AR Presentation. Additionally, as a post-survey, we
conducted a questionnaire on the quality of AR presentations. Par-
ticipants rated resolution, brightness, and smoothness of motion
on a 7-point Likert scale (1: AR presentation felt lower quality
than physical body, 4: No difference, 7: AR presentation felt higher
quality than physical body).

4.4 Results

For the analysis, a two-way repeated-measures ANOVA with Aligned
Rank Transform (ART) [44] was conducted, considering the fac-
tors of head and arm presentation (physical vs. AR). We set the

significance level at 0.05 for all analyses.

Social Presence. The results of each subscale are shown in Fig.
4(A). Statistical analysis revealed significant main effects of head pre-
sentation on Co-presence (CoP) and Perceived Message Understand-
ing (PMU) (F(1,15) = 14.0, p = 0.002, n% = 0.16; F(1,15) = 10.8,
p = 0.005, '726 = 0.077). A significant main effect of arm presenta-
tion on Attentional Allocation (AA) was also found(F(1, 15) = 5.71,
p =0.031, n%, = 0.017).

Clarity of Body Status. The results of each question are shown
in Fig.4(B). Statistical analysis revealed significant main effects of
head presentation on Q3, Q5, Q6, and Q7 (F(1, 15) = 6.51, p = 0.022,
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Figure 4: Result of experiment 1. (A)social presence, (B)clarity
of body status, (C)gaze direction, (D)preference.

ng = 0.068; F(1,15) = 17.6, p < 0.001, 4 = 0.25; F(1,15) =
17.2, p < 0.001, n% = 0.26; F(1,15) = 47.4, p < 0.001, p =
0.17). Significant main effects of arm presentation on Q2 and Q4
were also found(F(1, 15) = 17.5, p < 0.001, r]ZG =0.14; F(1,15) =
8.07, p = 0.012, r]zG = 0.092). Furthermore, there was a significant
interaction for Q1 between head and arm presentations (F(1,15) =
5.82, p = 0.029, r]é = 0.013). Post hoc multiple comparisons were
conducted for Q1, but no significant differences were observed
between conditions.

Gaze Direction. The proportions of time during each trial spent
with a gaze directed toward the robot, the materials (total for Mate-
rials A and B), and other directions are shown in Fig. 4(C). Errors
in HoloLens 2 gaze tracking occurred in 4 trials. As we adopt a
within-participant setting, the data for 4 participants with errors
were entirely excluded, including trials without errors, resulting
in the analysis being conducted on data from the remaining 12
participants. However, for evaluation items other than gaze direc-
tion analysis, the data from all 16 participants were included since
stimulus presentation did not change based on the failure of gaze
direction recognition.

In the gaze direction analysis, we use the percentage of time
spent with the gaze directed toward the robot. The mean percentage
for each condition were as follows: C1: 20.7% (SD = 7.28), C2:
25.9% (SD = 9.09), C3: 30.1% (SD = 8.10), and C4: 32.9% (SD =
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9.12). Statistical analysis revealed a significant main effect of head
presentation (F(1,10) = 17.2, p = 0.002, ryé =0.095).

Preference. The ranking of preference for the four conditions ob-
tained from interviews is shown in Fig. 4(D). Wilcoxon signed-rank
tests with Bonferroni correction revealed significant differences
between conditions for both C1 - C4 (p = 0.026) and C3 - C4
(p = 0.027).

Quality of AR Presentation. The result of the questionnaire
about AR presentation quality is as follows: Resolution was rated
at an average of 2.81 (SD = 0.81), brightness at an average of 3.38
(SD = 1.49), and smoothness of movement at an average of 4.31
(SD = 1.26).

5 Experiment 2:Multi-party Discussion Task

In this section, we describe the experiment to evaluate the effects
of the presentation modalities of head and arms in multi-party
discussion tasks in which interaction with other participants is
important. As with Experiment 1, this experiment was conducted
with the approval of the ethics review committee of the authors’
affiliated organization.

5.1 Experiment Design

In the experiment, we use the system described in Section 3 to set
up a task where a remote participant (experimenter) and two local
participants have a discussion. The discussion topic was consensus
games, in which participants discussed the priority of three items
under a given scenario. For each trial, participants first read a paper
describing the scenario and three candidate items and decided the
personal priority of items. After that, participants initiated the
discussion. Participants first explained the items they had chosen
and the reasons for their selection, then had a discussion to decide
the priority of the three items as a group consensus within five
minutes. Since this experiment was designed as a within-participant
design with four conditions, we prepared four scenarios. During
the task, the remote participant (experimenter) was instructed to
follow predefined guidelines for verbal and nonverbal information
presentation. The verbal guidelines were to select an item that was
not chosen by the other two participants at the beginning and agree
with their opinions at the end. The nonverbal guidelines were to
gaze at the speaker when someone else was speaking, point at
the paper when explaining the selected item, and look at both the
paper and the participants approximately equally. The head and
arm tracking functions of the system were utilized for controlling
the robot. To enhance the stability of movement and accuracy
in the presentation direction, thresholds were established around
each target. When the head or arms were oriented within these
thresholds, the robot’s head and arms were adjusted to align with
the corresponding target.

The experimental setup is shown in Fig.5(A, B). The three can-
didate items were placed in the center of the participants as cards.
From the local participant, the angle between the other local partici-
pant and the robot was approximately 64 degrees, causing the robot
to be outside the AR presentation range when viewing another
participant. We recruited 16 voluntary participants(9 females, 7
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Figure 5: Experimental setup. (A)actual environment,
(B)overview of the layout

males; mean age = 21.1, SD = 1.45) from undergraduate and gradu-
ate students at the local university. All participants were affiliated
with an undergraduate or graduate department in the computer
science field. Regarding familiarity with AR/VR, participants re-
sponded using a 7-point Likert scale (1: beginner, 7: expert), with
an average score of 3.43 (SD = 1.55). The experiment consisted of
pre-experiment instruction, a practice task, a main task and ques-
tionnaires in each condition, and an interview after all conditions
were completed. The overall duration of the experiment was ap-
proximately 90 minutes, and participants received compensation
following the guidelines of the authors’ affiliated organization.

5.2 Conditions

In this experiment, we set four conditions same as in Experiment
1. The appearance of each condition is also the same (shown in
Fig.1(B1)-(B4)). We adopted a within-participant design, and con-
sidering the order effects of each condition and the scenario, we
counterbalanced the order for each condition and the scenario used
in each condition by Latin squares.

5.3 Measures

The measures are also the same as in Experiment 1: social presence,
clarity of body status, gaze direction, semi-structured interview
about preference, and the quality of AR Presentation. For the ques-
tionnaire on the clarity of body status, we added two additional
items related to other local participants. In this experiment, the
gaze detection and recording features of HoloLens 2 were used to
capture each user’s gaze direction. Specifically, the video of what
the user was looking at was recorded with gaze points detected
by the device. Three annotators then annotated these videos, and
the time each user spent looking at each target (the robot, cards,
another participant, or others) was calculated.

5.4 Results

For the analysis, a two-way repeated-measures ANOVA with Aligned
Rank Transform (ART) [44] was conducted, considering the fac-
tors of head and arm presentation (physical vs. AR). We set the

significance level at 0.05 for all analyses.

Social Presence. The results of each subscale are shown in Fig.6(A).
Statistical analysis revealed significant main effects of head pre-
sentation on Co-presence (CoP), Perceived Message Understand-
ing (PMU)(F(1,15) = 12.81, p = 0.003, 73 = 0.46; F(1,15) = 7.38,

p =0.016, r]IZ, = 0.33,). A significant main effect of arm presentation
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was also observed in Attentional Allocation (AA) (F(1,15) = 9.04,
p =0.009, 75 = 0.38).

Clarity of Body Status. Errors related to the experimental set-
ting(card position error) occurred in two groups, so we excluded the
data of these groups, and analysis was conducted on data from the
remaining 12 participants. The results of each question are shown
in Fig.6(B). Statistical analysis revealed significant main effects for
head presentation on Q1, Q3, Q5, Q6, Q7, and Q8 ( F(1,11) = 13.84,
p = 0.0034, n5 = 0.56; F(1,11) = 4.98, p = 0.047, nj, = 0.31;
F(1,11) = 8.17, p = 0.016, % = 0.43; F(1,11) = 6.75, p = 0.025,
n5 = 0.38; F(1,11) = 9.08, p = 0.012, nj = 0.45; F(1,11) = 7.94,
p =0.017, rylz, = 0.42). The main effects of arm presentation were
not found.

Gaze Direction. The proportions of time during each trial spent
with a gaze directed toward the robot, the materials (total for Mate-
rials A, B, and C), another local participant, and other directions
are shown in Fig.6(C). Errors related to the recording function
of HoloLens 2 occurred in two groups. As we adopted a within-
participant experimental design, the data for the two groups(4
participants) were entirely excluded in the analysis of gaze direc-
tion, including trials without errors, resulting in the analysis being
conducted on data from the remaining 12 participants.

In the gaze direction analysis, we use the percentage of time spent
with the gaze directed toward the robot, the same as in Experiment
1. The mean percentage for each condition were as follows: C1: 19.1
% (SD = 10.3), C2: 23.3 % (SD = 15.8), C3: 41.0 % (SD = 24.8), C4:
24.1 % (SD = 14.7). Statistical analysis revealed significant main
effects of head presentation and interaction between head and arm
presentations(F(1,11) = 15.1, p = 0.0025, 77]2, =0.58; F(1,11) = 6.83,
p = 0.024, rylz, = 0.38). Post hoc multiple comparisons revealed a
significant difference between the C1 and C3 conditions (p = 0.024).

Preference. The ranking of preference for the four conditions ob-
tained from interviews is shown in Fig.6(D). Wilcoxon signed-rank
tests with Bonferroni correction revealed significant differences
between conditions for C1-C4 (p = 0.0066).

Quality of AR Presentation. The result of the questionnaire
about AR presentation quality is as follows: Resolution was rated
at an average of 2.19 (SD = 0.81), brightness at an average of 4.0
(SD = 1.54), and smoothness of movement at an average of 3.06
(SD = 1.75).

6 Discussion
6.1 Summary of Results

Social Presence. The results for social presence were consistent
across both Experiment 1 and Experiment 2. In both experiments,
physical head led to significantly higher ratings for Co-Presence
(CoP) and Perceived Message Understanding (PMU) than AR. On
the other hand, in Attentional Allocation (AA), physical arms re-
sulted in significantly lower ratings compared to AR. In line with
this result, an interview comment such as, "The arms drew attention
to the robot, making it harder to focus on the picture" (Exp.1-P7),
was noted.

Clarity of Body Status. For the clarity of body status, items related
to gaze showed a significant main effect of head presentation in
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Figure 6: Result of experiment 2. (A)social presence, (B)clarity
of body status, (C)gaze direction, (D)preference.

both experiments(Exp.1: Q3, Q5-Q7; Exp.2: Q1, Q3, Q5-Q8), with
physical head presentation receiving a higher score than AR. These
items are related to mutual gaze and joint attention, which play
important roles in human interaction. The results indicate that
physically presenting the head improves their transmission. For
pointing gesture, there was a main effect of the arms in Experiment
1, where physically presenting the arms improved the awareness
and clarity of pointing gestures (Q2, Q4). In contrast, no significant
main effect of the arms was found in Experiment 2, likely due
to the limited number of pointing(only once per trial) and the
reduced significance of pointing, as participants could comprehend
the target through the context of the conversation.

Gaze Direction. In both experiments, there was a significant main
effect of the head on the proportion of time spent looking at the
robot. When the head was physically present, participants spent
significantly less time looking at the robot, likely because they
could gather information from their peripheral vision. This was
further supported by interview comments, such as "The FOV was
narrow, and the head was out of view, so I couldn’t tell where
the robot was looking, making it harder to stay focused on the
conversation.(Exp.1-P1)"

130

HAI °25, November 10-13, 2025, Yokohama, Japan

Preference. For preferences, Condition C1 (Both Physical) was the
most preferred, while Condition C4(Both AR) was the least. There
was some variation in ratings between Conditions C2(Physical Head
and AR Arms) and C3(AR Head and Physical Arms). Considering
the total number of times ranked first or second, C3 ranked higher
in Experiment 1 (C3 = 9, C2 = 6), whereas C2 ranked higher in
Experiment 2 (C2 = 12, C3 = 5). These differences are likely due to
task variations. In Experiment 1, the physical arms were important
for explaining materials, as shown by the clarity of body status
results. In Experiment 2, where the arms were less critical, the
physical head became more important, especially in multi-person
interaction where gaze played an important role.

Quality of AR Presentation. In both experiments, the resolution
of the AR presentation was rated lower than the physical presenta-
tion (Exp.1 = 2.81, Exp.2 = 2.19). For brightness, the AR presentation
received similar or slightly lower ratings than the physical presenta-
tion (Exp.1 = 3.38, Exp.2 = 4.0). For smoothness, the AR presentation
was rated slightly higher than the physical presentation in Experi-
ment 1 but lower in Experiment 2 (Exp.1 = 4.31, Exp.2 = 3.06). In
the interview results, 11 comments in Experiment 1 and 7 com-
ments in Experiment 2 mentioned the negative effect of limited
FOV. Additionally, 2 comments in Experiment 1 and 6 comments in
Experiment 2 referenced the quality of the CG presentation. These
results indicate that the challenges of optical see-through HMDs,
highlighted in previous studies[26], also occurred in this study’s
experimental setup.

6.2 Discussion on Research Question

Based on the results from the two experiments, we first discuss RQ1:
“How does the hybrid configuration affect social presence when
AR parts occasionally fall outside the FOV?” In both experiments,
the main effects of the head were significant for the social presence
subscales of CoP and PMU, while the main effects of the arms were
significant for AA. These findings suggest that the hybrid config-
uration, where the head is physically presented and the arms are
presented via AR (C2), is optimal for conveying social presence.
Specifically, the physical presence of the head enhances CoP and
PMU, while the AR presentation of the arms reduces AA. These re-
sults suggest that, at least in the two experimental environments we
set, the hybrid robot successfully compensates for the challenges of
AR and achieves a social presence comparable to or exceeding that
of a fully physical robot. Crucially, it is necessary to note that the
physical arms negatively affected AA potentially because the impor-
tance of pointing gestures was low in the tasks used in this study.
In situations where the significance of pointing increases—such as
continuous and frequent pointing in device operation instructions,
which demands users’ strict attention to objects—physical arms
may not negatively impact AA. Therefore, evaluations in different
contexts are needed. As a design implication based on the results
obtained in this study, it is desirable to physically present the head
when social interaction with people is emphasized. Conversely, in
situations where social connection is less critical but guidance of
attention via pointing is crucial (such as when explaining complex
information with minimal participant interaction), it is desirable to
physically present the arms.
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Next, we address RQ2: “Do evaluations of the hybrid robot differ
based on which body part is adopted for AR presentation?” As
previously noted, the physical head significantly enhances social
presence, whereas the physical arm does not. As the term "social
gaze [12]" indicates, gaze plays an important role in social inter-
action with others, so the result indicates the importance of the
physical head is not surprising. Additionally, the results for clarity of
body status indicate that the effects of each body part’s presentation
modality differ depending on the environment and situation, and
user preferences also change accordingly. These findings demon-
strate that evaluations of the hybrid robot are influenced by which
body part is presented via AR. Therefore, it is crucial to consider
which body parts should be presented in AR when designing hybrid
robots.

Beyond the aforementioned discussion on RQs, several con-
straints related to the experimental configuration must be con-
sidered. In this study’s experimental setup, the torso (including the
display and base) of the robot was presented physically in all condi-
tions. Consequently, even Condition C4 (Both AR) is configured as
a hybrid presentation combining a physical body and AR overlays,
rather than an AR-centric presentation such as VROOM[21]. There-
fore, we did not compare our conditions with a condition where
the entire body is presented solely via AR, which warrants future
investigation. However, based on the current results, it is likely
that adopting a fully AR body would lead to a further decrease
in social presence compared to C4, potentially demonstrating the
effectiveness of the hybrid configuration more prominently.

Furthermore, the requirement for participants to wear an AR
device (HoloLens 2) even in C1 (Both Physical) deviates from the
ordinary usage scenario of physical robots. This configuration was
necessary to maintain experimental control across all conditions in
this study. However, to anticipate real-world usage, a comparison
with a condition where participants interact with the fully physical
robot without wearing an AR device is needed.

6.3 Limitation

A notable limitation of this study is that the results obtained are
closely tied to the quality of the AR presentation. Specifically, the re-
search can be regarded as a case study using an optical see-through
AR device with relatively low quality—not only in terms of its
limited FOV but also its resolution. The use of higher-quality AR-
HMDs, such as the JVC HMD-VS1W [40] with a 120-degree hori-
zontal FOV, may reduce the disadvantages of AR and potentially
yield different results. However, commercially available AR devices
like the Xreal Air 2 [42], which prioritize portability, lightweight
design, and casual use, hold a significant market share. We expect
an increase in devices like the Xreal Air 2 Ultra [43], which balances
casual usability with spatial recognition capabilities. Therefore, this
study’s results can be considered valuable insights into devices
aimed at casual use rather than high-end.

The experimental setting is also a limitation of this study. In this
study, evaluations were mainly based on questionnaires, and the
impact of the system on participants’ behavior and conversation in
actual conversational situations was not evaluated. This was due
to controlling factors other than condition as much as possible to
investigate the effects of arm and head modality in detail. Such an
experimental design has been employed in a related study [38], and
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we believe it was valid for our purpose. However, it is also important
to evaluate the impact of the system on the participants’ behavior,
participation, and conversation content, so we need to conduct
evaluations in more realistic settings. Additionally, since the age,
gender, and affiliation of the participants in the experiments were
limited, it will be necessary to conduct evaluations with diverse
participants in the future.

6.4 Futurework

In this study, we limited the information presented in AR to 3D data
with exactly the same form as that of a physical robot. However,
AR presentation is not limited by physical constraints, so more
human-like expressions, such as nuanced facial expressions or hand
gestures, or superhuman expressions, such as extending arms, can
be added by AR. Furthermore, it is also possible to place AR objects,
such as text information, images, video, etc., around the robot. In
our future work, we will examine how the robot’s physical body
should be combined with such advanced AR expressions.

7 Conclusion

In this paper, we investigate a hybrid robot that integrates physical
and AR body parts, focusing on how the presentation modalities
of the head and arms impact human perception of social presence.
We implemented a hybrid robot system that can switch between
physical and AR modalities for the head and arms, and conducted
two experiments with different tasks: material explanation and
multi-party discussion. The results of experiments indicate that, in
the two experimental environments examined, the hybrid robot
effectively addresses the challenges of AR device and achieves a
social presence comparable to or exceeding that of a fully physi-
cal robot. Additionally, the findings reveal that evaluations of the
hybrid robot are influenced by the specific body parts presented
via AR, highlighting the importance of careful consideration re-
garding which body parts to include in AR during the design of
hybrid robots. As a limitation, findings from these experiments
were mainly based on subjective evaluations and did not assess the
impact on participants’ behavior or the content of the conversation.
Furthermore, participants were limited in age, gender, and affilia-
tion. Therefore, targeting a more diverse range of participants and
conducting evaluations in a more realistic setting will be necessary.
Furthermore, We only used AR data with the exact same shape as
a physical robot, but since AR enables more nuanced expressions
that are closer to humans or superhuman expressions, so we will
work on such applied expressions in Future work.
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