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Abstract

The aim of this thesis is to investigate the development of hand gesture-based interaction,
summarize the pros and cons of some representative gestural interfaces, and propose our
own solution to the remaining problems in earlier researches.

We firstly introduce the concept of gesture-based menu selection techniques and how they
can have a profound influence on user experience (UX). The historical development of hand
gesture recognition technologies is presented, as well as the discussion of their advantages
and disadvantages.

We then propose Finger-to-Thumb, a gesture-based menu selection technique. Finger-to-
Thumb uses Leap Motion as the finger tracking device so that it can avoid the requirement
for on-body sensors.

The Finger-to-Thumb system contains three kinds of gestures: touch gestures, swipe ges-
tures and Touch-then-Swipe gestures. Touch gestures are the gestures that you touch your
thumb to other fingers of the same hand, hence are also called Finger-to-Thumb gestures.
Touch gestures are used to activate selection events. For instance, you can execute an
index touch gesture to select the button mapped to the index finger. Swipe gestures are
mid-air horizontal or vertical movement of the hands, which are used to switch between
button panels (each button panel contains 4 buttons). Touch-then-Swipe gestures are the
combination of touch gestures and swipe gestures which are executed by holding the touch
postures while moving the hands. Touch-then-Swipe gestures are used to simulate slider
functions, such as the volume slider in a gesture controlled music player application. We
also give a detailed description of the recognition algorithm of each gesture.

The experiment part presents three experiments we conducted to investigate the perfor-
mance and usability of Finger-to-Thumb. The result showed that the participants were
prefer Finger-to-Thumb than the widely-used Move-and-Tap system because Finger-to-
Thumb was simpler, faster, had no need for the movement of hands, and could provide
tactile feedback.

The thesis then introduces two applications developed based on Finger-to-Thumb: a gesture
controlled fighting game and a gesture controlled music player.

The last part of the thesis states the future work and conclusion of our research work.
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Chapter 1

Introduction

Augmented Reality (AR) and Virtual Reality (VR) technologies have developed very fast
in recent years. Actually, several kinds of commercial products, from the full feature ones
(e.g., HTC Vive, Oculus Rift, PlayStation VR) to the mobile ones (e.g., Samsung Gear VR,
Freefly VR, Zeiss VR One), were already on sale there. These products are expected to
bring in a brand new generation of digital entertainment experience.

Usually, AR and VR are implemented by a combination of computer technologies such as
3D display technology, sensor technology, etc. Among them, the design of input interface
can also be a great challenge since our familiar input devices like mouse and keyboard are
not competent now. Instead, gestural interfaces are preferred due to their more natural and
intuitive way of interaction.

1.1 Menu Selection Techniques

In gesture-based interaction, menu selection techniques are the methods users rely on to
interact with the menus. And menus serve to provide a means for system control [BKJLP04,
CBJL09, DL10]. Therefore, menu selection techniques can have a profound impact on user
experience.

Many gesture-based menu selection techniques had been researched and developed before,
and most of them work in this pattern:

e Firstly, the user moves one of his/her hands in front of a camera (the system may also



require the user to simultaneously keep a pointing-like gesture [LLM13, VB05]), which
consequently moves the cursor on the screen corresponding to the hand’s movement.

e Then, after the user succeeded in moving the cursor to his/her desired button, he/she
can confirm his/her selection (click the button) by executing a predefined gesture
(e.g., releasing a previously executed pinch [GN12], or using thumb trigger gestures
[GWB04, LLM13]) or just keeping that posture for a couple of seconds (using dwell
time) [HAR95, WP03].

e Finally, the system handles the task assigned to that button.

We also developed a such kind of system for comparison purpose, which however, uses an
mid-air tap gesture to confirm the selection, similar to introduced in [VB05] . We call this
system Move-and-Tap in the thesis. Move-and-Tap seems to be satisfying in the aspect of
intuition because its operation is easy to understand with a perceptible affordance. However,
Move-and-Tap can also suffer from problems such as a long execution time (from moving
to selecting), and may cause fatigue to users by the consecutive moving of arms.

1.2 Research Purpose

This thesis investigates the development of gesture-based menu selection techniques, sum-
marizing some representative gestural interfaces with the discussion of their advantages
and disadvantages. Then we propose Finger-to-Thumb: a gesture-based menu selection
technique, evaluating its performance and usability by experiments.

1.3 Approach

We propose a new depth-based way to detect the Finger-to-Thumb gestures and implement
it as a menu selection technique. We use Leap Motion as our finger tracking device, which
can provide real-time depth data of the fingers in 3D space. Each finger except the thumb
is mapped to a command built-in the system (e.g., click a button), and users can execute
the command by touching his/her thumb finger with the corresponding finger. Although
our prototype system and applications both work in desktop mode, we expect our approach
can be used in AR and VR environments also, which becomes our future work and will be
discussed in Chapter 6.



1.4 The Organization of this Thesis

In Chapter 1, we give a brief introduction to the background of research in gesture-based
interaction and the definition of menu selection technique. Our research purpose and an
overview of our approach are also described in this chapter.

Chapter 2 is our literature review about gestural interfaces. It contains the development of
gesture-based interaction with some representative work, whose pros and cons will also be
discussed.

Chapter 3 is a detailed description of our proposed approach. We firstly introduce our
finger tracing device - Leap Motion about its hardware and software. Then, we introduce
the Finger-to-Thumb gestures, listing all the touch, swipe and Touch-then-Swipe gestures
we used in the system. Finally, is the statement of algorithm, including a comparison of
the old one with the improved one.

To verify the usability and performance of our approach, we conducted three experiments
which are recorded in Chapter 4. It states the purpose, participants, apparatus (setting up),
procedure, result and discussion of each experiment. From this chapter we can conclude
the benefit and limitations about the Finger-to-Thumb system.

Chapter 5 introduces the applications developed by the Finger-to-Thumb system. One is
a simple game named Shuriken Fighting, and another is a gesture-controlled music player
called Finger Player.

Chapter 6 is about our future work, especially the expectation of AR and VR applications.

Chapter 7 is the conclusion.



Chapter 2

Related Work

This chapter states our literature review on hand gesture interaction scholarly articles. We
introduce the development of hand gesture recognition technologies and design concepts of
gestural interfaces, in addition, we also compare and discuss their advantages and disad-
vantages.

2.1 Gesture-based Interaction

We human beings use hand gestures for a long history to express emotions and convey
orders. Hand gestures help us interact with surroundings quickly and accurately. Besides,
it’s also an effective communication way for the disabled people. Human hand gestures are
so simple and intuitive that even users having no technique knowledge can handle it well
[CRDR11, SS15]. For this reason, in computer science field, direct use of hands as the input
device has been a hot research topic for many years.

The early work on hand gesture interaction started around 1980s [Bol80]. This work, which
is called “Put-that-there”, combined voice and pointing gesture to interact with a large-
screen graphics display surface. Users can draw shapes by speaking out the shape and
pointing to a desired position to specify the drawing spot. The combination of voice and
gesture greatly improved the usability of the system because the pointing gesture helps
distinguish the intentional and unintentional voices, i.e, the system only recognizes the
voice while it detects a pointing gesture. Besides, the point-and-speak pattern is a natural
expression that is easy to understand and execute.



2.2 Hand Gesture Recognition Technologies

“Put-that-there” used position sensors to communicate the user’s hand position to the
computer. For the evolution of hand gesture recognition technologies, we can roughly
divide it into three phases: glove-based phase, vision-based, and depth-based.

2.2.1 Glove-based Recognition Technologies

Glove-based recognition technologies use data gloves to recognize the user’s hand gestures.
A data glove (also called a weird glove, or cyber glove) is a glove-like input device with
certain sensor units attached to capture such data like the global position/rotation, bending
degree, or moving speed of the fingers and joints. These information is then mapped to
different hand gestures and interpreted by a computer. The great advantage of data gloves
is that the gesture recognition process is simple and direct, with no need for any kinds
of pre-processing. This feature not only makes it work properly with even very limited
processing power, but also improves its recognition accuracy.

The first data glove was created by Electronic Visualization Laboratory in 1977, called The
Sayre Glove [SZ94]. It was able to measure finger bending with the help of photoelectric
sensors [SZ94, DSD08]. Today’s data gloves can provide with accurate real time 3D data of
fingers and arms, and are much easier to wear. Figure 2.1 shows the P5 Glove sold by Fifth
Dimension Technologies, which is capable to track hand and arm movement. However, it is
inevitable that these on-body devices sometimes will be obtrusive and inconvenient.

Figure 2.1: The P5 Glove.



Bowman et al. [BWCL01, BWO01] used a pair of data gloves (Fakespace Pinch Gloves™)
to develop VR applications, including a menu system with which the user can select icons
by touching his/her thumb to the other fingers of the same hand. Although the gestures
adopted in this work are similar to our Finger-to-Thumb gestures, our implementation is
not based on data gloves, which is the primary difference.

2.2.2 Vision-based Recognition Technologies

In order to achieve a more natural way of gesture interaction, researchers proposed vision-
based recognition technologies, which remain the hottest topics in the field of hand gesture
recognition technology. Vision-based recognition technologies usually use RGB cameras to
acquire a sequence of color images, then use image processing techniques to classify gestures.
They may sometimes rely on a very complex image processing architecture system including
segmentation, feature extraction, and machine learning based classification. Figure 2.2
illustrates the flowchart of a typical vision-based gesture recognition system.

Feature
Extraction

Feature
Classification

Gesture
Mapping

Image Image Region
Capturing Preprocessing Extraction

Figure 2.2: The flowchart of a typical vision-based gesture recognition system.

Vision-based recognition technologies eliminated the requirement for on-body devices, al-
lowing users to interact with the system with their bare hands, which are more convenient
and comfortable compared to glove-based recognition [LC11]. Nevertheless, there exist
drawbacks in this approach too. The main problem is, however, due to its vision-based
implementation, which means the performance of the system can be easily influenced by
lighting conditions and it may be totally unreliable when used in a dark environment.

To the best of our knowledge, the first vision-based gesture recognition system was devel-
oped in 1980s [Prel4] by the MIT Media Laboratory to track the positions of the body and
limbs for real-time computer animation [SZ94]. Nowadays, there are many different imple-
mentations of vision-based recognition from using color markers [SMT12] to complicated as
Artificial Neural Networks (ANN) [TRR13].



Sasaki et al. [SKAT06] presented an input interface for AR environment which allowed the
user to select icons by touching fingers of his/her one hand with the index finger of the
other hand. The system displayed icons directly on the user’s hand, which not merely was
a good interface metaphor, but also saved time of searching buttons.

Suzuki et al. [SMT12] proposed an interaction technique for interactive surfaces called
Finger-Specific-Interaction (FSI). They developed a prototype system using color markers
to differentiate between multiple users as well as their different fingers. The system achieved
a high number of input primitives (equal to the number of fingers used) and also was able
to be operated in an eyes-free mode.

Pac-pac [FSMK10] is a tabletop entertainment system using pinch gestures, which are
recognized by a ceiling camera above the table. This system allows users to shoot bullets
by performing a pinch gesture towards the target. The pinch gesture recognition technique,
which was earlier introduced in [Wil06], detects the ellipse surrounded by the user’s thumb
and index (mostly) finger to track the position of the corresponding hand. When the camera
is unable to detect the enclosed ellipse that existed in previous frames, it sends a opening
event indicating the hand is opened.

2.2.3 Depth-based Recognition Technologies

Recently, the invention of depth-based recognition technologies have inspired researchers to
use depth-sensing devices for acquiring 3D data to track hand motions and recognize hand
gestures. This trend is still speeding up thanks to the advent of low-cost depth cameras
[WCL16]. Figure 2.3 is the Xtion PRO LIVE, a depth camera sold by ASUS.

An IR (infrared) projector and an IR camera constitute the essential components of a depth
camera. The IR projector emits a pattern of IR light (like a starry sky of dots) which can
be seen by the IR camera, then the IR camera sends this dot pattern to the depth sensor’s
processor, from where the depth information are worked out by analyzing the displacement
of the dots.

Depth-based recognition technologies utilize depth cameras to acquire depth information
of the hands, based on which, the hand parameters (position, rotation, moving speed,
etc.) are calculated. In contrast to vision-based ones, few researchers relied only on depth
information to develop their hand gesture recognition systems [KKKA12, KZL12, MZ11,
ORS12, CWL15, LT13].

Since vision-based recognition technologies and depth-based recognition technologies both
rely on image processing techniques, the work flow of these two approaches are similar that
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Figure 2.3: The IR projector and IR camera on Xtion PRO LIVE.

contains steps like background subtraction, hand region extraction, hand feature extraction,
etc. However, the greatest merit of depth-based recognition technologies is that they can
work in various lighting conditions where the RGB cameras cannot.

Lee et al. [LT13] proposed a novel finger identification and hand gesture recognition tech-
nique with Microsoft Kinect depth data. Their gesture recognition accuracy reached over
91% and the results almost stayed the same under different lighting conditions (normal and
dark). But this work could only detect 2D gestures.

2.2.4 Other Sensor-based Recognition Technologies

There are many other sensor-based recognition technologies having been researched and
developed.

WristFlex [DP14] is an on-body gestural interface that can detect finger pinch gestures
with the accuracy higher than 80% and the gesture execution time about 1.6 seconds. It
measures pressure distribution around the wrist with an array of force sensitive resistors
which is worn around that wrist. Then it uses a machine learning algorithm to classify



finger pinch gestures. The real-time performance of their system achieved an accuracy of
80.5% (SD: (£)8.7%).

We think the biggest advantage of WristFlex is its capability of wirelessness, which hugely
expands its usage in real life, especially, for outdoor uses. However, in the aspect of gesture
recognition, our approach is not only more accurate (> 90%), faster (0.996 sec), but also
with no need for any on-body devices.

ThumbRing [TWHHI16] is an input device for item selection on head-mounted displays
(HMDs) and smart glasses. ThumbRing is a ring-like device with an inertial measurement
unit (IMU) worn on the thumb to track finger motions. By arranging an item to a finger
segment, users can touch and slide finger segments with their thumb to select the item. To
resist shake in mobile conditions such as walking, another IMU is attached to the back of
the hand to compute relative angles between the hand and the thumb. Sliding and touching
the segments with the thumb provide privacy, subtlety, natural tactile feedback and similar
input area as smartphones. Their user study showed that the mean selection time (ST) for
all trials without errors was 1763.59 ms (SD = 386.89 ms), and the error rate (ER) was
16.13%.

The ThumbRing’s interface has a very similar usage as ours. Moreover, it is capable of
portability. However, ThumbRing requires users to wear an extra on-body device and its
complex procedure of confirming a selection increases the average selection time. On the
other hand, their pilot study which figured out users’ feeling of most comfortable regions
on fingers for touching (to select) can be a guideline for our application developing.

As we can see, though these on-body sensor based recognition technologies may obtain a
high gesture recognition accuracy, their demands for wearing extra devices sometimes can
be obtrusive and uncomfortable.

2.3 Design of Hand Gesture Interfaces

In addition to the gesture recognition technologies, the design of gestural interfaces also
could have a deep influence on user experience (UX) of the system. Up to now, researchers
have proposed and investigated many gesture sets for different applications, while the design
principle is considerably the same: to be fast, high-accuracy and effortless (we focus on mid-
air hand gestures in this thesis).

A recent comparative evaluation in [KL14| compared several hand gesture based selec-
tion techniques, including Finger-Count, Hand-n-Hold, Thumbs-up, as well as 3D Marking
menus [RO12]. The results of their studies showed that the Finger-Count menu technique



was significantly faster than the other menu techniques and was the most preferred one by
the participants. This is because the Finger-Count menu technique has a more reliable se-
lection confirmation mechanism. And with Finger-Count menus, there is no need for users
to keep moving their hands which can greatly relieve the feeling of fatigue.

The characteristic of Finger-Count gestures enlightens us to implement Finger-to-Thumb
gestures as a menu selection technique as they have similar properties.

Jude et al. [JPG16] implemented and evaluated three different gestures for users to manipu-
late objects on a screen, which were referred to as “grasp”, “grab”, and “pinch”. According
to the results of their user study, the grasp was strongly preferred than the other two
gestures, and the second one is pinch.

The reason why the pinch was less preferred is that while in their experiment, participants
were asked to keep the ring and pinky finger outstretched while performing the pinch gesture,
which could induce more fatigue. In our Finger-to-Thumb system, users can do pinch
gestures with other non-pinching fingers stay in a natural and comfortable posture.

Huang et al. presented DigitSpace [HCYT16], a thumb-to-fingers touch interface based on
magnetic tracking technique. They conducted three user studies to investigate the comfort-
able areas of human fingers when touched by the thumb finger. Their results provided some
design considerations for thumb-to-fingers touch interfaces (such as the influence of hand
anatomy and the tactile feedback between fingers).

rapMenu [RMBO08], which originates from Marking Menus [Kur93, KB93] and FlowMenu
[GWO00], is a circle shaped menu design for hand gesture based remote control. It uses wrist
rotation gestures and finger touch gestures to navigate menu items on a circular layout.
One selection task can be completed in two steps:

1. The user rotate his/her wrist to activate four menu items on part of the circular
layout.

2. After the four menu items are highlighted, the user can select his/her desired one by
a pinch gesture (each finger except the thumb is mapped to one of the activated menu
items).

While rapMenu focuses on menu layout designing to improve the efficiency of selection, our
Finger-to-Thumb system even has no need to concern about menu layouts since we directly
map menu items to users’ fingers so that it can get rid of the influence of menu layouts.

10



Chapter 3

Finger-to-Thumb System

The Finger-to-Thumb system uses real time depth data of users’ hands and fingers, based
on which gestures are recognized by our detection algorithm. Users can use these gestures
to interact with applications such as menu item selection.

3.1 Leap Motion

We use Leap Motion as our hand tracking device because it can provide us with real time
3D data of the hands. Besides, the non-wearable device can help us get rid of the inconve-
nience from on-body sensors. Moreover, since Leap Motion is specialized for hand gesture
recognition, their detailed API documentation can help us build our applications more
smoothly. Many researchers also adopted Leap Motion in their hand gesture interaction
systems, such as hand writing [KU16], sign language recognizing [MK16, PAC13, SN16] and
games [MT15, LWT*15].

3.1.1 Leap Motion Controller

The Leap Motion Controller, shown in Figure 3.1, is a compact motion tracking device
developed and sold by Leap Motion, Inc. It is designed to be placed on a physical desktop,
facing upward, and connected to a computer via USB while being used. The core parts of
a Leap Motion Controller consist of two cameras and three infrared LEDs that are used to
track infrared light.

11
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Figure 3.1: The Leap Motion controller uses a right-handed coordinate system.

Users can execute hand gestures above the Leap Motion Controller within an inverted
pyramid like interaction space, whose limited range is about 60 centimeters [Col14]. The
Leap Motion Controller reads the sensor data into its own local memory to perform any
necessary resolution adjustments. Then, the adjusted sensor data is streamed via USB to
the Leap Motion tracking software.

3.1.2 Leap Motion Software

The Leap Motion software (Leap Service) installed on our computer processes the sensor
data (images) to reconstruct a 3D representation of what the device sees. After which, the
tracked information such as hands and fingers are extracted. Finally, the Leap Service feeds
the results, which are expressed as a series of frames, into a transport protocol, through
which, our client library can retrieve the tracking data.

3.2 Gestures

The gesture set of Finger-to-Thumb system mainly but not only contains touch gestures
that performed as touching your thumb to other fingers. Additionally, we defined swipe
gestures and Touch-then-Swipe gestures to enrich the interaction.

12



3.2.1 Touch Gestures

Touch gestures are the foremost ones in our system, i.e., users mostly depend on them to
interact with the system. They are respectively index touch, middle touch, ring touch and
pinky touch, illustrated in Figure 3.2.

$

:

(b)

Figure 3.2: Finger-to-Thumb gestures performed by left hand, (a) index touch, (b) middle
touch, (c¢) ring touch and (d) pinky touch.

(a) () (d)

Due to their appearance, we named them Finger-to-Thumb gestures to distinguish from
general touch gestures. Actually, this kind of gestures have already been widely introduced
by researchers in their gestural interfaces [BWCL01, BW01, FSMK10, DP14, TWHHI6,
HCY*16].

We choose Finger-to-Thumb gestures to implement the menu selection mechanism mainly
due to three reasons:

e First, they are fast. Since these gestures are very simple, and are so familiar to we
human beings. There is almost no need for practice before we get used to them.

e Second, touching our fingers to our thumb will produce a tactile feedback which can
be an explicit cue for our selection.

e Third, because they are fast and have tactile feedback, we can accomplish eyes-free
interaction, that is, we don’t have to keep watching on our fingers while manipulating
the system.

Users can quickly select a menu item by touching his thumb to the corresponding finger.
Assume there are four buttons named A, B, C, D that are respectively mapped to the index
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finger, middle finger, ring finger and pinky finger. A user can select Button A by performing
an index touch gesture, i.e., touching the thumb to the index finger, as Figure 3.3 shows.

AJe]c]o

A BCD

Figure 3.3: Performing index touch gesture to select Button A.

The advantages of Finger-to-Thumb gestures are much suitable for a fast, real-time selection
scenario but with few menu items. Since we only have four fingers that can be touched by
the thumb on one single hand, even if we used both our hands, the input vocabulary
could barely increase to at most eight gestures. An evil trick is to allow multi-touch (e.g.,
simultaneously touch the index finger and middle finger with the thumb), such that we can
have as much as 15 (24 - 1) gestures for one hand. Apparently, this is not a realistic solution
because it requires users to remember a large number of gestures which is an absolutely
terrible design.

3.2.2 Swipe Gestures

Inspired by the research of asymmetric bimanual gestures [Gui87], we came up with the
idea of using gestures done by the other hand to switch activated menu items. Some
researchers also have proved that bimanual interaction outperforms unimanual interactions
[HPPK98, WHM12].
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Figure 3.4: (a): Button panel with Button A, B, C, D; (b): Using a right swipe gesture to
switch to the button panel with Button E, F, G, H.

We choose swipe gestures because of their simpleness and good metaphor for switching.
Users can switch button planes using left or right swipe gestures. For instance, there
are totally 8 buttons (A, B, C, D, E, F, G, H) among which only 4 can be displayed
simultaneously on the screen. At first, Button A, B, C, D are displayed. If the user wants
to select Button E, he/she can perform a right swipe to switch to the panel with Button
E, F, G, H displayed, as shown in Figure 3.4. Then an index touch gesture accomplishes
the task. Further, the user can do a left swipe gesture to return to the former panel (with
Button A, B, C, D) if he/she wants to select a button from it. And if there is a sub-menu
under the selected menu item (e.g., Button A-1, A-2, A-3, A-4 under Button A), the user
can use a up swipe gesture to go back to the parent menu, as shown in Figure 3.5.

4 ) 4 )
DOO0D| DoO o

. A

Leap Motion Controller Leap Motion Controller

(a) (b)

Figure 3.5: (a): The sub-menu buttons under Button A; (b): Using a up swipe gesture to
go back to the parent menu.

J
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3.2.3 Touch-then-Swipe Gestures

A Touch-then-Swipe gesture is the combination of a touch gesture and a swipe gesture. That
is, you keep the touch gesture and move your hand as a swipe gesture. We use Touch-then-
Swipe gestures to adjust slider components in the FingerPlayer, which is a gestural music
player application that will be introduced in Chapter 5. Figure 3.6 gives a diagrammatic
sketch about its usage.

4 N )
— ) L .
N ;@5 J L ;@5 Y

[ Leap Motion Controller ] [ Leap Motion Controller ]

(a) (b)
Figure 3.6: A middle Touch-then-Swipe gesture from left (a) to right (b).

3.3 Gesture Detection Algorithms

We have introduced our designed gestures which can be summarized in Table 3.1 with their
corresponding functions. Since Leap Motion is only able to provide us with 3D data of
hands and fingers, we must develop our own algorithms to detect gestures. In this section,
we describe the detection algorithm for each kind of gesture in detail.

3.3.1 Touch Gesture Detection

Actually, our touch gesture detection algorithm has experienced an improvement. The dep-
recated one is much simpler. It firstly calculates the Euclidean distance between the thumb
and other fingers. Figure 3.7 shows this distance between the thumb and the index finger
of the left hand. Then we use a threshold value for each finger to decide whether there is a
touch happening or not. The threshold value for each finger was adjusted by our observation
(in our prototype system developed by Unity, it was set to 30 Unity units). This approach
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Table 3.1: Gestures of Finger-to-Thumb system

Gesture Types Gestures Functions

Index Touch | Item Selection

Middle Touch | Item Selection

Ring Touch Item Selection

Pinky Touch | Item Selection

Right Swipe Switch to the next Button Panel

Touch Gestures

Swipe Gestures Left Swipe Switch to the previous Button Panel
Up Swipe Switch to the parent Button Panel
Right Slide Turn up a horizontal slider bar
. Left Slide Turn down a horizontal slider bar
Touch-then-Swipe Gestures Up Slide Turn up a vertical slider bar
Down Slide Turn down a vertical slider bar

Figure 3.7: The Euclidean distance (D) between the thumb and the index finger of the left
hand.

17



would suffer a problem that, some people have difficulty in completely outstretching other
fingers while doing a specific Finger-to-thumb gesture. And this may cause a relatively low
recognition accuracy for that touch gesture, especially for the middle and pinky fingers.
Figure 3.8 shows the unconsciously bended ring finger is influencing the detection of the
middle touch gesture as its distance between the thumb may also surpass the threshold
value.

Figure 3.8: The unconsciously bended ring finger is influencing the detection of the middle
touch gesture as its distance between the thumb may also surpass the threshold value.

We modified the detection algorithm which now not only alleviated this problem, but
achieved a higher recognition accuracy for all touch gestures. The new detection algorithm
works as follows:

1. Check if there is a pinch pose in the current frame by valuating the PinchStrength
property of the hand being detected. PinchStrength is supposed to be a measure of
the holding strength of a pinch hand pose. It is zero for an open hand, and increases
to 1.0 when a pinch hand pose is recognized.

2. If we detect a pinch pose, get the 3D position data of each fingertip of that pinched
hand. If not, continue Step 1.
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3. Calculate the Euclidean distances between the thumb fingertip and other fingertips.
The finger with the smallest distance will be considered as the pincher (the finger
touching with the thumb).

4. The system executes the task mapped to the pincher.

Our preliminary experiment compared accuracy of the improved algorithm with the old
algorithm and their results are summarized in Figure 3.9. We can see that the new algorithm
works much better than the old one, especially for the ring and pinky touch detection. The
mean accuracy among these gestures is 97.13% for the new algorithm and 86.73% for the
old one, which indicates that we approximately achieved a 10.4% improvement.

100 - -
90
80
70
60
50
100 90.73 100 97.8

40
30
20
10

0

IndexTouch MiddleTouch RingTouch PinkyTouch

Average Recognition Accuracy (%)

B The Old Algorithm The Improved Algorithm

Figure 3.9: Touch gesture accuracy comparison of old and new algorithms with standard
deviation error bars.

3.3.2 Swipe Gesture Detection

Although the Leap Motion API provides a Swipe Gesture detection solution, we can not
integrate it directly due to its incapacity to distinguish directions. We modified the detection
algorithm of swipe gestures to make it able to distinguish four directions: up, down, left,
and right. The modified algorithm is described below:
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1. While the Leap Motion detects a swipe type gesture, it provides us its direction vector
- Direction.

2. We compare the absolute values of Direction.z and Direction.y. If Direction.z >
Direction.y, we believe this is a horizontal swipe gesture, otherwise, a vertical swipe
gesture.

3. If it is a horizontal swipe gesture, we then see if Direction.x > 0, and if so, it is
detected as a right swipe gesture, if not, it is a left swipe gesture.

4. If it is a vertical swipe gesture, we instead to see if Direction.y > 0 to define whether
it’s a up or down swipe gesture.

Another problem is the Leap Motion reports swipe gestures in a frame-based way so it
would report multiple swipe gestures even the user only performed once. We used a flag
variable to make the system able to detect discrete gestures.

3.3.3 Touch-then-Swipe Gesture Detection

A Touch-then-Swipe gesture is the combination of a touch gesture and a swipe gesture, the
same as its detection algorithm. That is, only when we have detected a touch gesture, we
enable the system to detect swipe gestures. If the touch gesture stopped, the system also
stops the detection of swipe gestures.
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Chapter 4

Experiments

To investigate the accuracy and performance of our Finger-to-Thumb system, we conducted
three experiments. We expect through these experiments, we can verify that our system is
qualified for a menu selection technique, that is, to be fast, high-accuracy and effortless.

4.1 Experiment 1 - Accuracy

A usable gestural interface firstly depends on its recognition accuracy. We must let our
system clearly understand what the user wants to do.

4.1.1 Purpose of the Experiment

The first experiment was carried out to measure the average recognition accuracy of each
gesture in our system, including touch and swipe gestures.

4.1.2 Participants

Five participants (4 male, 1 female) aged from 24 to 26 joined this experiment as volun-
teers. All of them were right-handed, and were graduate students majored in computer
science. Among them, only one ever used a gestural interface and none were familiar with
it. Participants were given an informed consent form (Appendix A) explaining the purpose
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and potential effects of this experiment. They were also told that they could stop at any
time.

4.1.3 Apparatus

The experimental setup, shown in Figure 4.1, consisted of a Lenovo ThinkPad E440 laptop
(specs: Intel(R) Core(TM) i3-4000M CPU processor, 4GB RAM, Intel HD Graphics 4600
integrated graphics card) and a Leap Motion Controller connected with the laptop via USB.
The experiment system software was developed using Unity 5.3 (C# scripting) with Leap
Motion Orion SDK and its Unity Core Assets.

_ o= A P
8Use Left Hand
®Use Right Hand

RandomText

Figure 4.1: The experimental setup.

During the experiment, participants lifted their hands approximately 10 to 25 centimeters
over the Leap Motion Controller so that their hands could be detected properly, as Figure
4.2 illustrates.
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Figure 4.2: Diagrammatic sketch of the experimental setup’s side view.
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4.1.4 Procedure

The procedure of this experiment for each participant is described as below:

1. The experimenter explained how to use the system, including all the gestures.

2. The participant began with a 2 minutes’ training phase, during which he/she practiced
with the system. The system also allowed the participant to choose his preferred hand
(handedness) to do the gestures.

3. The experiment phase consisted of 3 sessions. In each session, the participant was
asked to do 20 number of gestures randomized by the system. These gestures were
index touch, middle touch, ring touch, pinky touch, left swipe, right swipe and up
swipe, totaled 7 kinds. Figure 4.3 shows a participant is performing the ring touch
gesture.

4. After one session, the participant took a 1 minute’s break, then continued with the
next 20 tasks.

5. After all three sessions were done, the participant was asked to fill out a questionnaire
(Appendix B) about his/her impression. The whole experiment took about 10 minutes
for each participant.

4.1.5 Result and Discussion

Figure 4.4 shows the average recognition accuracy of each gesture tested in this experiment.
We can see that all these gestures can be correctly detected with a high accuracy over 90%.
We observed that sometimes when the participant was performing a middle touch gesture,
the 3D model of his/her hand was however being rendered as an index touch gesture, as
shown in Figure 4.5. Once the participant adjusted the angle of his/her hand slightly, the
mis-recognition disappeared. This is the reason why middle touch gestures had a relatively
low accuracy, and it may be due to some hardware limitations of the Leap Motion Controller.
We also observed that some participants were unable to completely outstretch other fingers
while performing a certain touch gesture, which furthermore, decreased accuracy for that
gesture. This phenomenon was much more explicit when we used the old algorithm to
detect touch gestures. For up swipe gestures, the relatively low accuracy was caused by the
situations that some participants would put their hands down soon after they completed a
up swipe gesture, which led to a wrong recognition of a down swipe gesture.

From the questionnaires, we obtained the feedback that most participants (4 of 5) thought
these gestures were very easy to perform. And none of the participants said they felt tired
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Figure 4.3: A participant is performing the ring touch gesture instructed by the system.
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Figure 4.4: Average recognition accuracy of touch gestures and swipe gestures with standard
deviation error bars.

after the experiment. However, some participants said that they prefer performing touch
gestures and swipe gestures with the same hand, which later inspired us to come up with
the design of Touch-then-Swipe gestures.

4.2 Experiment 2 - Comparison with Move-and-Tap

We have introduced some other menu selection techniques in Section 1.1. For comparison,
we developed a Move-and-Tap system which works as follows:

1. The user moves one of his/her hands over the Leap Motion Controller, which con-
sequently moves the cursor-like indicator on the screen corresponding to the hand’s
movement.

2. After the user succeeded in moving the indicator to his/her desired button, he/she
can confirm his/her selection (click the button) by executing an in-air tap (towards
the screen) gesture.

3. The system handles the task assigned to that button (in this experiment, we simply
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Figure 4.5: The middle touch gesture is rendered as an index touch gesture by the Leap
Motion.
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changed the button’s color once it was selected).

This section describes the experiment that we conducted to compare the performance be-
tween Finger-to-Thumb and Move-and-Tap.

4.2.1 Purpose of the Experiment

Experiment 2 was carried out to compare the performance of the two gestural menu selec-
tion techniques: Finger-to-Thumb versus Move-and-Tap. We expect our Finger-to-Thumb
system to outperform the Move-and-Tap system, achieving faster gesture execution time,
lower error rate and causing less fatigue to the users.

4.2.2 Participants

8 volunteers (7 males and 1 female) majored in computer science took part in this experi-
ment. They aged from 23 to 25 and were all right handed. None of the participants were
familiar with gestural interfaces. The same informed consent was given as Experiment 1

did.

4.2.3 Apparatus

The experiment setup was actually the same as described in last section, other than the
software was redeveloped to a button selection application which can also automatically
record experimental data.

4.2.4 Measurements

We took three measurements into account for this experiment:

1. The execution time of each gesture, i.e., the time cost to complete one gesture task.

2. The error rate of each gesture. Error rate reflects not only the accuracy, but also how
that gesture is easy to understand.
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3. The fatigue degree of our system. Fatigue degree is, however, a qualitative measure-
ment voted by the participants. It tells whether our system is effortless or not.

Execution time 7T is the amount of time (in seconds) that passed from when the system
displays a randomized instruction text (e.g., Please select Button 1) to when the participant
correctly completes the corresponding selection task. The system continues displaying an-
other instruction text after the corresponding selection task is done. We made it to instruct
the participant to complete 15 selection tasks in one session. Thus, after each session, we
would have 15 number of execution time being outputted and their mean value was auto
calculated by the system.

Error rate ER is calculated by ER = (ToG — ToC)/ToG, where ToG means the total
number of gestures the participant actually did in one session, while T'oC' is the total
number of gestures the system asked the participant to do, in our settings , ToC = 15.
Our experiment system counted every gesture the participant did during one session which
was then assigned to ToC. Hence we could directly read the error rate calculated by the
System.

Fatigue degree FD is, however, a qualitative measurement derived from questionnaires. We
used a Likert-type scale [Lik32] dividing the fatigue degree into 5 levels. The highest score
5 means most tired and the lowest score 1 means least tired.

4.2.5 Procedure

Experiment 2 was conducted by the following steps:

1. Participants began with a 2 minutes’ training phase. During the training phase,
participants learned how to use these two systems and practiced with them. A 1
minute’s break was given after the training phase.

2. Then, the experiment phase started. To avoid order effect, participants were divided
equally into two groups hence each group had 4 participants. The participants in
Group A were asked to use the Finger-to-Thumb system first for two sessions, and then
turned to use the Move-and-Tap system for another two sessions. The participants in
Group B did the same tasks but in a reversed order. Table 4.1 presents the session
agenda of each group.

3. In each session, the participant was asked to do 15 selection tasks under the instruction
of the system. Figure 4.6 shows the participant is doing the task of selecting Button
3. The total number of selection tasks one participant should complete was 60 (15
tasks x 4 sessions).
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4. Including the 1 minute break after each session, the experiment lasted nearly 15
minutes.

5. After the experiment, participants were asked to fill out a questionnaire (Appendix
C) about their impressions on these two systems.

P

Button 1

Figure 4.6: The participant is doing the task of selecting Button 3.

Table 4.1: Session agenda of Experiment 2 (avoiding order effect)

Group A Group B

Session 1 | Finger-to-Thumb | Move-and-Tap
Session 2 | Finger-to-Thumb | Move-and-Tap
Session 3 | Move-and-Tap Finger-to-Thumb
Session 4 | Move-and-Tap Finger-to-Thumb

4.2.6 Result and Discussion

Execution time comparison between Finger-to-Thumb and Move-and-Tap is presented in
Figure 4.7. The average execution time of Finger-to-Thumb system was 0.996 second with a
standard deviation equaled to 0.121. For the Move-and-Tap system, the average execution
time was 2.147 seconds with the standard deviation being 0.382. Consequently, Finger-
to-Thumb was about 1 second faster than Move-and-TAP for each selection task. The
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t-test (t = —8.227,p < 0.005) also indicated that there was significant difference between
Finger-to-Thumb and Move-and-Tap.
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Figure 4.7: Finger-to-Thumb vs Move-and-Tap - Execution time comparison.

Error rate comparison between Finger-to-Thumb and Move-and-Tap is presented in Figure
4.7. The average error rate of Finger-to-Thumb was 16.4% (SD = 5.22), smaller than
Move-and-Taps 17.3% (SD = 6.98), however there was no significant difference between
them according to the t-test (t = —0.413,p = 0.692).

The collected questionnaires told us that the Finger-to-Thumb system got a average fatigue
degree score of 1.8 points, lower than the Move-and-Tap system’s 3 points. And this result
indicated the participants thought Finger-to-Thumb was easier to use than Move-and-Tap.
A more explicit evidence was that all the participants voted they prefer the Finger-to-Thumb
system than the Move-and-Tap system. We think it is because the selection mechanism of
Finger-to-Thumb does not require the user to keep moving their hands and an in-air tap
gesture is much power-consuming than a touch gesture.

On the other hand, we also found that some participants complained they sometimes would
get confused thinking which finger should be touched while they were using the Finger-
to-Thumb system. Although this “delay” problem would get alleviated as they kept using
the system, we are considering improving the visual feedback by dynamically drawing the
buttons on the 3D hand model. This will be discussed in Chapter 6 as one of our future
work.
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Figure 4.8: Finger-to-Thumb vs Move-and-Tap - Error rate comparison.

4.3 Experiment 3 - Eyes-free

Eyes-free interaction refers to the interaction that not depends on any visual feedbacks.
Users can quickly execute some tasks without keep watching on the screen. This not only
benefits the disabled but improves efficiency for all the users. We designed this experiment
to find whether our Finger-to-Thumb system could enable eyes-free interaction. Since the

participants and setup were the same as Experiment 2, we no longer state them in this
section.

4.3.1 Procedure
Experiment 3’s procedure is as below:

1. As DigitSpace [HCY16]’s design, we placed an opaque carton-obstacle between the
participant and his/her gesture hand (the hand used to perform gestures) to prevent
the participant looking his/her gesture hand, as Figure 4.9 shows.

2. The participant kept watching on the screen, which provided visual instructions, com-

pleting the tasks (the same as described in Experiment 2) without looking his/her
hands.
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3. This experiment contained two repeating sessions. Including the 1 minute’s break
after each session, it cost nearly 5 minutes for each participant.

Figure 4.9: The opaque carton-obstacle the participant’s sight so that he/her cannot watch
his/her hand during the experiment.

4.3.2 Result and Discussion

The comparison of execution time between eyes-free mode and normal (non-eyes-free) mode
is illustrated in Figure 4.11. The average execution time was 0.996 second (SD = 0.12)
for the normal mode, and 1.004 seconds (SD = 0.09) for the normal mode. The t-test
(t = —0.290,p = 0.780) showed that there was no significant difference between them.

The comparison of error rate between eyes-free mode and normal (non-eyes-free) mode is
illustrated in Figure 4.12. The average error rate of the normal mode was 16.4% (SD =
5.22), the same as the eyes-free mode but with a different standard deviation (SD = 3.75).
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The t-test (t = 0.004, p = 0.996) also showed that there was no significant difference between
them.

These two results suggested that our Finger-to-Thumb system can enable eyes-free interac-
tion.

4.4 Pros and Cons of Finger-to-Thumb

This chapter summarized all the experiments we have conducted to evaluate the perfor-
mance and usability of Finger-to-Thumb menu selection technique. From the results, we
can conclude that the pros of Finger-to-Thumb contains: fast (less than 1 second to com-
plete a selection task), high accuracy (all of the gestures got a recognition rate over 90%)
and effortless (a low fatigue degree voted by participants). Furthermore, we also verified
that the Finger-to-Thumb system can enable eyes-free interaction, which could be very
useful for developing future applications.

Nevertheless, there are still some limitations in the Finger-to-Thumb system. One is the
occlusion problem: when the user executes touch gestures with his/her back of hand facing
the Leap Motion Controller, his/her back of hand will block the detection of that gesture,
for this reason, the user had to execute touch gestures with his/her palm facing the Leap
Motion Controller, as shown in Figure 4.10 Another limitation is since we only have four
fingers on one hand, when there are a lot of items in the menu, it may force users to execute
multiple swipe gestures to reach their desired menu item, which may cause tiredness.

(a) (b)

Figure 4.10: Occlusion problem of the Finger-to-Thumb system. (a): The Leap Motion
Controller cannot see the index touch gesture due to occlusion. (b): Users have to do touch
gestures with their palm facing the Leap Motion Controller.
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Figure 4.11: Comparison of execution time between eyes-free mode and normal (non-eyes-
free) mode.

25

2

0 I

Participant 1 Participant 2 Participant 3 Participant 4 Participant 5 Participant 6 Participant 7 Participant 8

B Normal ™ Eyes-free

[uy
[=] wu [=]

Error Rate (%)

(5]

ERy =16.4%, 0y =522  ERp =16.4%, 0, =3.75 t=0.004, p = 0.996

Figure 4.12: Comparison of error rate between eyes-free mode and normal (non-eyes-free)
mode.
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Chapter 5

Applications

We have discussed that the Finger-to-Thumb menu selection technique is rather suitable
for small scale selection tasks. This chapter introduces two gesture controlled applications
developed based on Finger-to-Thumb: ShurikenFighting and FingerPlayer.

5.1 ShurikenFighting

The capability of real time interaction makes it a good candidate to develop game applica-
tions. We developed ShurikenFighting, a gesture controlled game that can be played with
the Finger-to-Thumb gestures.

5.1.1 Gameplay

There are two Ninja characters, respectively, standing on the left side and right side of the
main scene. A player firstly chooses his/her preferred hand (to execute touch gestures),
which accordingly, determines which Ninja he/she will play as. Then, the player can throw
a Shuriken towards the Ninja in the opposite direction by executing a Finger-to-Thumb
gesture. Different touch gestures (index touch, middle touch, ring touch and pinky touch)
are mapped to different heights, where the Shuriken will be thrown out. For instance,
you can throw out a Shuriken at the lowest height by executing an index touch gesture.
If the opposite Ninja failed shooting down the coming Shuriken in time (by throwing out
a Shuriken at the same height), he will get “hit” (actually the Ninja character does not
physically get hit by the Shuriken, we say the Ninja get hit when the opposite Shuriken
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reached the edge of the corresponding side) and lose health points.

5.1.2 Game modes

There are two game modes in this game: a PvE mode for players to practice with Al, and
a PvP mode for playing against other human players. Players can switch game modes from
the start screen, as Figure 5.1 shows.

PvE Mode

PvP Mode

Exit

Figure 5.1: Start screen of ShurikenFighting. Players can switch between PvE mode and
PvP mode here.

In the PVE mode, players choose to play as one of the two Ninja characters and the remain-
ing one will be controlled by Al. During the game, players must keep throwing Shurikens
(executing touch gestures) to shoot down the Shurikens thrown by the Al controlled Ninja.
Since the AT controlled Ninja has an infinite health points, players cannot literally defeat
him but accumulate scores when they success in shooting down Shurikensthrown by the
opposite enemy (Every time the player successes in shooting down one Shuriken, his/her
score increases by one point). In contrast, the player controlled Ninja could die if his health
points decrease to zero due to hit by the enemy’s Shurikens, and at which time, the game
ends. Figure 5.2 shows the player is playing as the left side Ninja and trying to shoot down
the Shurikens thrown by the enemy.
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Figure 5.2: The player is playing as the left Ninja, throwing Shurikens to shoot down the
enemy’s Shurikens. The current acquired score is displayed in the middle top on the screen.
The yellow bar on the upper left corner represents the player’s remaining health points.

The PvP mode allows players to play against each other. This time, each side’s Ninja has
the same amount of health points that would decrease if the Ninja got hit. The game ends
when either one side of the two Ninjas died.

5.2 FingerPlayer

FingerPlayer is a gesture controlled music player that supports all the main functions
built in a common music player, including play/pause, play next/previous, fastforward,
backforward and volume up/down. Figure 5.3 shows the main display of FingerPlayer.

5.2.1 Gesture Mapping

FingerPlayer uses touch gestures and Touch-then-Swipe gestures to control the music
player. Each gesture is mapped to a unique function as shown in Table 5.1.
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Figure 5.3: The main display of FingerPlayer.

Table 5.1: FingerPlayer gestures and their corresponding functions

Gestures Functions
Index Touch Play /Pause
Middle Touch Play Previous
Ring Touch Play Next

Index Touch-then-Swipe (swipe to left) | Backforward
Index Touch-then-Swipe (swipe to right) | Fastforward
Pinky Touch-then-Swipe (swipe to left) | Volume down
Index Touch-then-Swipe (swipe to right) | Volume up

Index touch gestures are used to play and pause the music. When FingerPlayer detects an
index touch, it firstly checks if currently is playing a piece of music. If so, it pauses the
music; and if not, it begins to play the music.

Middle touch gestures are used to simulate the play previous function, i.e., let the player
play the previous music in the playlist. Oppositely, ring touch gestures are used to simulate
the play next function (play the next music in the playlist).

Volume up/down is, however, adjusted by pinky Touch-then-Swipe gestures. When the
system detects a pinky touch gesture, it continues to check whether that pinky touch posture
is maintained during the movement of the hand. A left pinky Touch-then-Swipe gesture
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will turn down the volume, and the right counterpart will turn up the volume. A volume
slider will be displayed if the system detects pinky Touch-then-Swipe gestures in order to
provide visual feedback, as Figure 5.4 shows.

End of My Journey

Breath and Life

An Unfinished Life
Long Journey to Japan

) — The volume slider

Figure 5.4: The volume bar shows up when the system detects a pinky Touch-then-Swipe
gesture.

Touch-then-Swipe gestures are also applied to the index finger. An index Touch-then-Swipe
gesture allows the user to adjust the timeline to seek new playback time he/she wants. The
left index Touch-then-Swipe gesture implements fastforward function, and the right one
implements backforward function. The adjust scale is based on the length of the song,
hence we can restrain the movement within a rather small space (at least within the limited
detection range of the Leap Motion Controller).
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Chapter 6

Future Work

We discuss our future work in this chapter, including the improvement of our menu selector
application (used in Experiment 2) and the expectation of AR/VR applications.

6.1 Management of Large Number of Menu Items

We have showed that the limitation of Finger-to-Thumb is that it only allows users to select
among 4 menu items simultaneously. When there are more than 4 menu items designed
in the system, users must do swipe gestures to activate other menu items to make them
selectable.

Although swipe gestures are simple and familiar with us since they are widely applied in
current touch screens, frequent use of mid-air swipe gestures performed by the other hand
(other than the hand that used to perform touch gestures) may induce additional fatigue.
Some participants also reported that they wished to perform the touch gestures and swipe
gestures with the same hand in the Experiment 1. However, performing touch gesture and
swipe gesture with the same hand is not such efficient as the transition between these two
kinds of gestures is not smooth enough.

Instead of swipe gestures, we are considering other gestures that can be performed smoothly
between touch gestures with the same hand, like the rotation gesture of the wrist presented
in [RMBO08]. We believe a well designed switch gesture can greatly mitigate the limitation
of Finger-to-Thumb.
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6.2 FingerButtons

In the menu selection application (Section 4.2), since buttons were aligned statically on the
screen, some participants complained that they sometimes felt confused about the mapping
relations between fingers and buttons. Although this problem can be alleviated as they got
familiar with the system, we think a more intuitive visual feedback can help user get rid of
remembering the mapping relations. The solution we have come up with is FingerButtons,
a hand menu interface with buttons drawn on the fingers, as Figure 6.1 illustrates. The
3D hand models rendered by Leap Motion are true (non-reversing) mirror images of real
hands. They reflect the real time movement of users’ hands, hence can provide an intuitive
visual feedback.

With FingerButtons, novice users do not need to remember the mapping relations between
fingers and buttons, since the interface provides a real time visual feedback that informs
which finger is mapped to which button. While expert users can execute Finger-to-Thumb
gestures in an eyes-free way (turn off the visual feedback), which has been verified in Section
4.3.

6.3 Applications in AR/VR Environments

Gestural interfaces provide a more immersive and natural interaction way than traditional
input devices (mouses and keyboards) while used in AR/VR environments. We think
Finger-to-Thumb is also eligible for AR/VR applications, especially with FingerButtons.
It can not only give intuitive visual feedback, but also avoid the requirement of looking for
menu items as they are right on your fingers.

Figure 6.1: FingerButtons: a hand menu interface with buttons drawn on fingers.
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Chapter 7

Conclusion

In this thesis, we firstly introduced the related work of gesture-based interaction, including
the development of hand gesture recognition technologies and design concepts of hand ges-
tural interfaces. We also discussed the advantages and disadvantages of each hand gesture
recognition technology with some example researches.

Considering the remaining problems in the earlier researches, we proposed Finger-to-Thumb:
a gesture-based menu selection technique. Finger-to-Thumb uses Leap Motion as the finger
tracking device so that it can avoid the requirement for on-body sensors.

We defined three kinds of gestures for the Finger-to-Thumb system: touch gestures, swipe
gestures and Touch-then-Swipe gestures. Touch gestures are the gestures that you touch
your thumb to other fingers on the same hand, hence are also called Finger-to-Thumb
gestures. Touch gestures are used to activate selection events. For instance you can execute
an index touch gesture to select the button mapped to the index finger. Swipe gestures are
in-air horizontal or vertical moving gestures of the hands, which are used to switch between
button panels. Touch-then-Swipe gestures are however the combination of touch gestures
and swipe gestures that are executed by holding the touch postures while moving the hands.
Touch-then-Swipe gestures are used to simulate slider functions, such as the volume slider
in a gesture controlled music player application.

The detection algorithm of each gesture was described in Section 3.3.

Our experiments verified that Finger-to-Thumb is fast, high-accuracy and effortless. The
average execution time of a selection task was less than 1 second, which greatly outper-
formed the widely-used Move-and-Tap system. The preliminary study showed that all the
touch gestures, as well as swipe gestures, achieved a mean recognition accuracy over 90%.
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Furthermore, the collected questionnaires indicated that participants were satisfied with
Finger-to-Thumb because of its fast speed and few feeling of tiredness. Besides, we also
verified Finger-to-Thumb can enable eyes-free interaction, which can be a convenient feature
for application development.

We developed two applications based on Finger-to-Thumb: ShurikenFighting and Finger-
Player. The first one is a simple fighting game uses solely touch gestures (Finger-to-Thumb
gestures). The second one is a gesture controlled music player that uses touch gestures and
Touch-then-Swipe gestures.

The future work consists of FingerButtons and applications for AR/VR environments. Fin-
gerButtons can be an improvement for our menu selection application that can dynamically
display buttons on the user’s 3D hand model (distribute on each finger).
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Appendices

This part gives the informed consent form and questionnaires we used in the experiments.

Appendix A Informed Consent Form
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Informed Consent Form

Experiment Purpose

The purpose of this experiment is to compare the performance of our
proposed gesture based menu selection technique - the Finger-to-Thumb
system with the traditional Move-and-Tap system. And, to find whether
Finger-to-Thumb can achieve eyes-free interaction.

Participants will be asked to use both these two menu selection techniques
and fill out an anonymous questionnaire after the experiment. The
experiment will last approximately half an hour, but you can choose to stop
at any time.

Please note that none of the experimental tasks is a test of your personal
intelligence or ability. The objective is to test the performance and usability

of our research system.

Confidentiality

During the experiment, the system will automatically record the time you
spent on each task, and an experimenter will keep observing the whole
procedure to record the total number of gestures you have done.

All data will be no related to your personal information so that your
anonymity will be protected in any research papers and presentations that

result from this work.

Record of Consent

Your signature below indicates that you have understood the information
about our experiment and consent to your participation. The participation is
voluntary and you may refuse to answer certain questions on the
questionnaire and withdraw from the study at any time with no penalty. If
you have further questions related to this research, please contact the

researcher.

Participant: Date:

Experimenter: Date:
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Experiment 1 Questionnaire

Thank you very much for participating the experiments. We would like to
ask you a few questions about your experience during the experiments. Since
this is an anonymous questionnaire, there is no need to worry about privacy

problems.

Information about you:

1. What is your age?
2. What is your gender? Male Female
3. Are you left-handed or right-handed? Left Right
4. How familiar are you with gestural interfaces?
A. Never used B. Rarely used
C. Occasionally used D. Frequently used
Questions about your experience:
Please answer the following questions on a scale of 1-5, where 1 is Strongly
Disagree and 5 is Strongly Agree. Please circle the number that represents

your best answer.

1. I felt it was easy to execute the touch gestures.

2. I felt it was easy to execute the swipe gestures.

3. I felt tired after the experiment.

If you have any comments or suggestion, please write them down below:




Appendix C Experiment 2 Questionnaire
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Experiment 2 Questionnaire

Thank you very much for participating the experiments. We would like to
ask you a few questions about your experience during the experiments. Since
this is an anonymous questionnaire, there is no need to worry about privacy

problems.

Information about you:

1. What is your age?
2. What is your gender? Male Female
3. Are you left-handed or right-handed? Left Right
4. How familiar are you with gestural interfaces?
A. Never used B. Rarely used
C. Occasionally used D. Frequently used
Questions about your experience:
Please answer the following questions on a scale of 1-5, where 1 is Strongly
Disagree and 5 is Strongly Agree. Please circle the number that represents

your best answer.

1. I felt tired after using the Finger-to-Thumb system.

2. 1 felt tired after using the Move-and-Tap system.

3. I prefer the Finger-to-Thumb system to the Move-and-Tap system.

If you have any comments or suggestion, please write them down below:




