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Point-Tap, Tap-Tap, and the Effect of Familiarity:
to Enhance the Usability of See-and-Select in Smart Space
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Abstract – We prototyped two selection techniques, Point-Tap and Tap-Tap, and con-
ducted experiments to assess their characteristics, in particular how familiarity with a
space affects their usability. Both techniques were developed to enhance the capability
of the general ”pointing gesture” and ”map with live video” techniques. The goal of
both techniques is to acquire a target object in smart space, and they share the concept
of ”see-and-select,” which allows users to select an object while seeing the objects with
their own eyes. Consequently, users must rely on the spatial locations of objects when
using the techniques. According to spatial cognition science, humans recognize object
locations in two ways, egocentrically and allocentrically, and some work has pointed out
that users rely on allocentric representations more once they have become familiar with
a space. Indeed, in our experiments, users who were familiar with the space could use
the ”map with live video” technique more effectively. The two main contributions of this
paper are the presentation of the new techniques themselves, and the identification of a
major factor for applying the techniques, namely, the users’expected familiarity with a
space.

Keywords : Pointing Gesture, Live Video, Map, Selection, Smart Space, Spatial Cog-
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1. Introduction

Appropriate techniques that enable selection in

smart spaces are necessary. In the near future, com-

puters will be embedded everywhere and users will

be able to interact with them. One basic and fre-

quently required interaction in this environment is

selection.

To interact with a device, users need to select it

in advance. There are several techniques that en-

able selection, and we can classify them with respect

to referable properties. Generally, when selecting an

object, users need to refer to at least one property

of the object, according to the features of the tech-

nique. For example, that property would be location

when using a pointing gesture. With a command line

interface, the property would be an identifier of the

object. Table 1 classifies selection techniques accord-

ing to such referable properties.

The concept of see-and-select is defined as selec-

tion that can occur while users are seeing the objects

with their own eyes. This relies on spatial location
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Table 1 Selection techniques that rely on spa-
tial locations and unique identifiers.

Techniques Relying on Techniques Relying on

Spatial Location Unique Identifier

Pointing gesture Command line interface

Map with live video Graphical user interface

Speech recognition

(see Table 1) and can be beneficial, especially when

there many similar objects. For example, there are

typically several printers in offices and laboratories.

When a new user needs to connect to a printer, which

is usually near a given user, s/he must first find the

printer. Currently, the user can find it through com-

mon interfaces that simply provide a long list. In

this scenario, if the user can select the printer by

its location (e.g., a printer in front of the user’s own

eyes), it will be more convenient. We expect that

the need for such selection for devices and the bene-

fits of see-and-select will increase as portable devices

become more advanced, such as in selecting common

displays or printers as peripheral devices for a smart

phone.

”Pointing gesture” and ”map with live video” are

representative techniques of the see-and-select con-

cept, and they have limitations in specific situations
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[17 ] [20 ]. A pointing gesture is generally considered a

natural and intuitive technique, but it can face occlu-

sion problems if there are physical obstacles between

users and objects. ”Map with live video” shows the

video from a camera that covers the whole range of

the space and allows users to select an object shown

in the video. A problem with this interface is that it

can be hard to point out an object precisely if there

are many objects and the screen size is small (i.e., a

high density of objects).

To address these issues, we have designed and pro-

totyped two techniques, called Point-Tap and Tap-

Tap. Both techniques address the problems using a

steerable camera in space. Users can change the di-

rection of the camera with a pointing gesture or by

tapping one point on the map with live video. Then,

the image from the steerable camera is sent to the

user’s mobile device and the user can complete the

selection process.

We also conducted experiments regarding the

characteristics of the new techniques, especially how

familiarity with the space affects their usability. The

techniques share the concept of see-and-select, and

users need to rely on spatial locations. Thus, it is

meaningful to find variables that affect spatial cog-

nition in humans, and examinations considering the

variables and techniques will help achieve the appro-

priate use of the techniques.

Humans recognize the locations of objects in space

in two different ways: with egocentric and allocen-

tric representations [11 ]. Egocentric representation

allows the user to recognize locations with spatial re-

lationships between him/herself and the objects. In

contrast, with allocentric representation, users refer

to spatial relationships between objects, as in maps.

Klatzky pointed out that available representation

differs according to familiarity with the space [10 ],

and that people can rely on allocentric representa-

tions more once they become familiar with a space.

Thus, selection techniques based on a pointing ges-

ture and maps may have different effects with respect

to familiarity with the space, and our experiments

indeed showed a significant effect.

The remainder of this paper is organized as fol-

lows. Section 2 explains related techniques that en-

able see-and-select and describes the background of

spatial cognition science. Sections 3 and 4 explain

why and how the two techniques were prototyped,

and discuss obtainable benefits. Section 5 describes

user test procedures and presents our results. In Sec-

tion 6, we provide our conclusions.

2. Related Work

In this section, we describe related selection tech-

niques that use the concept of see-and-select, and

also clarify why a pointing gesture and a map with

live video were selected for this study..

2. 1 Techniques for See-and-Select

2. 1. 1 Pointing Gesture

Users can select an object naturally with a point-

ing gesture if there is no barrier between the user

and the object. A pointing gesture enables users to

designate an object while looking at it with their

own eyes. Hence, it is generally considered one of

the most intuitive selection methods, and it is used

in various domains, such as robotics [9 ], virtual re-

ality [5 ], and smart spaces [20 ]. A pointing gesture

system can be implemented using special types of

wands [19 ] [20 ], laser pointers [12 ], or pure image pro-

cessing with multiple cameras [21 ].

2. 1. 2 Mobile Augmented Reality (AR)

A mobile AR system can be considered one type of

pointing-based selection, from an interaction-centric

perspective, because it also relies on the direction

of the device. A mobile AR system can track its di-

rection and position with various technologies [4 ] [13 ]

[14 ]. When showing the image from a camera placed

in front of a mobile device, the system can calculate

the point where an object is drawn on the screen

with the tracked location and direction data. Con-

sequently, the user can select an object while seeing

it on the screen.

2. 1. 3 Map with Live Video

Map with live video has the benefit of avoiding

the occlusion problem that can occur with pointing-

based techniques, such as pointing gesture and mo-

bile AR. Sketch and Run and CRISTAL are examples

using this technique [16 ] [17 ]. They involve a camera

installed in the middle of the ceiling, and show a

video from the camera on digital surfaces. In both, a

wide-view-angle lens is mounted on the camera and

it shows the whole portion of the space with one im-

age, as a general map does. Because the cameras are

intentionally installed at optimized locations for the

areas of interest, there is a low probability of facing

physical barriers.
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Fig. 1 Occlusion problems at different loca-
tions in a space.

2. 1. 4 Proximity-based Techniques

The proximity-based approach supports short-

distance selection. In this approach, the selection

occurs when the distance between a device and a

controller is shorter than a certain threshold. Thus,

it is not suitable for distant objects, which are not

reachable by the user (e.g., selecting lights on a ceil-

ing). This technique can be implemented in a cost-

effective manner, such as by using visual codes or

radio frequency identification (RFID) tags, and the

implementation can be robust [1 ].

The two techniques addressed in this study are the

pointing gesture and map with live video systems.

Indeed, mobile AR and pure pointing gestures can be

considered the same category (i.e., pointing-based),

and both map with live video and pointing gesture

can support the selection of distant objects. In con-

trast, users have to be near the object when using

proximity-based techniques. This is why pointing

gesture and map with live video were chosen for this

study.

2. 2 Human Recognition of Object

Locations

To enhance the usability of the selection techniques

described in the previous section, it is necessary to

understand how humans recognize locations in space

because users need to refer to locations. Humans

recognize the locations of objects in two ways [11 ], as

explained above. In egocentric representation, peo-

ple memorize the location of an object by remem-

bering the distance and direction from themselves

to the object. Clearly, this representation is used

when using a pointing gesture-based interface. In al-

locentric representation, people remember locations

by recognizing spatial relationships between objects.

For example, when memorizing the location of a dis-

play, people can remember it in terms of its relative

distance and direction from other objects (e.g., the

display on the left of the video player). Thus, when

users have a map-like interface, they rely more on

allocentric representations.

More allocentric representations are available to

people who are familiar with the surroundings [10 ],

which indicates that users who are familiar with the

space can use a map-like interface more effectively

than users who are not familiar with the space, be-

cause the map interface only provides allocentric rep-

resentations. Thus, we may expect that the perfor-

mances of the pointing gesture and map with live

video systems may differ with respect to users’ fa-

miliarity with the space. To investigate this, we con-

ducted experiments with two user groups with dif-

ferent familiarities with the space. The results con-

firmed that familiarity had a significant effect.

3. Selection with Point-Tap and Tap-Tap

Two techniques were developed to enhance the ca-

pabilities of the pointing gesture and map with live

video systems: Point-Tap and Tap-Tap. Here, we

first describe the problems that motivated the de-

sign of the techniques.

3. 1 Problems

Both systems can be problematic in specific situa-

tions. For example, when using the pointing gesture-

based technique, it is hard for the user to make a se-

lection when the object is occluded. Indeed, a point-

ing gesture is based on the assumption that the se-

lectable objects are located within the user ’s view.

Thus, if there are physical barriers, or if selectable

objects overlap each other, it is difficult for the user

to select them.

Figure 1 illustrates the occlusion problems at dif-

ferent locations in a space. Figure 1a illustrates that

a television hides a microwave from the user’s view.

In Figure 1b - 1d, this same problem is shown with

real images, where (r), (t), and (p) indicate a refrig-

erator, table, and printer, respectively. In Figure 1b,

all objects are shown clearly. However, in Figure 1c

and 1d some objects overlap each other or are hidden

by other objects. Thus, it is difficult for the user to

use a pointing gesture effectively.

A problem with the map with live video system

is the density of selectable objects. When the den-

sity is high, it is difficult to point out an object pre-
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Fig. 2 Problem of näıve magnification of im-
age from the camera with wide view
angle lens.

cisely. This problem is worse when using a mobile

device with a small screen. To address this, magnifi-

cation can be used. However, with näıve magnifica-

tion it is difficult to provide a natural view because

a wide-view-angle lens typically distorts the image

somewhat, especially at the edges. Another prob-

lem is that the viewing range is also limited by the

capabilities of the lens.

Figure 2 illustrates problem of näıve magnification

of an image from a camera with a wide-view-angle

lens. Figure 2b shows magnified view of the yellow

rectangle in Figure 2a. Figure 2c shows an image

with a camera in the ceiling of the space, showing all

objects in the area clearly, with an undistorted view.

The image in Figure 2c is more natural than the one

with näıve magnification shown in Figure 2b.

3. 2 Exploiting a Steerable Camera

on the Ceiling

The two problems described can be addressed us-

ing a steerable camera on the ceiling. Because the

camera is installed on the ceiling and its direction is

controllable, it can provide a broader view range and

has a lower probability of facing occlusion problems.

In this section, we explain how our two proposed

techniques address these problems.

3. 2. 1 Point-Tap Interaction

Figure 3 illustrates the Point-Tap interaction. As

shown in Figure 3a, a user makes a pointing gesture

to the location of a target object. In the example,

there are tables, a printer, and a fax. Then, the user

can see an image of that location (Fig. 3b). To help

identify objects, the system draws transparent rect-

angles with names over the selectable objects. Fi-

nally, the user can complete the selection by tapping

one of rectangles.

Fig. 3 Point-Tap interaction. After a user
makes a pointing gesture to the loca-
tion of the target object (a), s/he can
see the image (b) on a mobile device.

Fig. 4 Two different views for Tap-Tap; (a)
For the first tap and (b) for the second
tap.

Because Point-Tap uses a camera on the ceiling,

the user can make a pointing gesture roughly, even

if the object is not clearly visible (i.e., it can address

the occlusion problem).

3. 2. 2 Tap-Tap Interaction

Tap-Tap initially shows an image from the camera

with a wide-view-angle lens, which covers the whole

range of the space (Fig. 4a). Then, instead of a

pointing gesture, the user can tap a rough position

on the image where the target object is seen. The

user completes the selection in the same way as in
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Table 2 Summary of related selection techniques based on see-and-select. Each
method has advantages and disadvantages. With Point-Tap and Tap-
Tap, it is possible to satisfy all attributes in the table.

Pointing Proximity Live Video Live Video Point-Tap Tap-Tap

based based [1 ] on Tabletop [17 ] on Mobile [6 ]

[9 ] [13 ] [19 ] [20 ]

Occlusion hard to avoid avoidable avoidable avoidable avoidable avoidable

High Density hard to avoid avoidable avoidable hard to avoid avoidable avoidable

Remote Selection feasible infeasible feasible feasible feasible feasible

Mobility dependent sufficient limited sufficient dependent sufficient

Dependent : It depends on the capability of tracking system.

Point-Tap. The mobile device shows the image (Fig.

4b), and the user can complete the selection by tap-

ping one of the rectangles.

Table 2 compares Point-Tap and Tap-Tap to re-

lated techniques. Each technique has advantages and

disadvantages. By adding one more live video view

from the camera on the ceiling, the designed tech-

niques can satisfy all of the attributes in Table 2.

3. 3 Discussion of the Two Techniques

In this section, we discuss issues related to the

techniques and explain the benefits that can be

gained by using a camera on the ceiling.

3. 3. 1 Can Users Designate

Hidden Objects Well?

The Point-Tap technique is designed to enable

users to select objects even if the objects are hidden.

Thus, it raises the question as to whether the user

can designate the location of hidden objects well.

Berkinblit et al. conducted an experiment to con-

firm this ability in humans [2 ]. Users were asked to

make pointing gestures to hidden objects and made

5◦ angular errors at most in azimuth or elevation.

This corresponds to about a 43 cm error when the

distance between the user and the object is about 5

m. Thus, exact selection of a hidden object might

be difficult, but the user can roughly designate its

direction.

3. 3. 2 Live Video versus Rendered Map

Instead of an interface with live video, a rendered

map image can be used. Indeed, a well-designed

map image might be more understandable than a

raw video in some scenarios. However, a live video

can provide feedback immediately if the feedback is

visually noticeable. Also, when considering author-

ing costs, a live video can be cheaper than a map. A

map requires some authoring costs; however, a live

video can be provided without additional cost if there

is already a camera in the space. The cost for the

map will also be higher when the layout of the space

is changed frequently.

3. 3. 3 Occlusion-Free View

By exploiting a camera in the ceiling, the system

has a lower probability of facing occlusion problems.

Occlusion can occur when there are physical barriers

between users and objects. In this situation, if the

system can use other view sources, based on differ-

ent locations, it has a higher probability of avoiding

occlusion.

One issue is that the camera shows an image based

on its location, which can be different from the view

perceived by the users. Chan et al. and Rohs et al.

conducted a series of experiments related to this is-

sue [6 ] [15 ]. In the experiments in both papers, the

users were able to overcome the different views.

3. 3. 4 Less Complexity in Object Recognition

Fixed and steerable cameras can recognize objects

by referring to their geometrical locations. To en-

able selection through an image on a mobile device,

the system should recognize the object. To achieve

this generally requires unnatural markers [15 ]. One

way around this is to try to recognize objects in a

markerless way [3 ], but this is not easy to implement

in terms of image processing and is prone to errors.

In contrast, a fixed camera can detect objects by re-

ferring to geometrical positions rather than image

processing. In addition, when an interactive object

is moving, some other methods of object recognition

are still necessary. However, there are many sce-

narios that deal with static fixed objects (e.g., large

displays).
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Fig. 5 Hardware for prototype system. Steer-
able camera (a), depth camera (b), and
mobile device (c).

Fig. 6 Architecture and execution flow of
Point-Tap and Tap-Tap.

3. 3. 5 Hand Jitter-Free

Another advantage of the view from a fixed camera

is that it can be free from the hand jitter problem.

When users rely primarily on the view from a mobile

device’s own camera, hand jitter can cause the image

to be unstable. Such systems need to provide meth-

ods for overcoming the jitter, using techniques such

as freeze mode to stabilize images [4 ]. In contrast,

with our setup, such stabilization is not required.

4. Implementation of
Prototype System for Experiment

Here, we describe the implementation of a proto-

type system.

4. 1 Hardware

For the steerable camera, an AXIS 214 1 Network

Camera was used (Fig. 5a). The direction of the

camera can be adjusted by sending numerical val-

ues that represent pan and tilt through the network.

The pan and tilt values describe how many degrees

the camera is rotated horizontally and vertically, re-

spectively. We used Microsoft’s Kinect 2 camera for

tracking users’pointing gestures (Fig. 5b). For the

mobile device, we used a Sony UX50 3 (Fig. 5c).

1：http://www.axis.com/products/cam 214
2：http://www.xbox.com/kinect
3：http://www.vaio.sony.co.jp/Products/UX1/feat1.html

Fig. 7 Visualization of a tracked user. The
blue area indicates the tracked user’s
body. The system tracks the user ’s
pointing ray using the vector from the
elbow to the hand (yellow arrow).

4. 2 Overview

Figure 6 illustrates the overall architecture and

execution flow of Point-Tap and Tap-Tap together.

The difference between the two methods is the begin-

ning of the execution. In Point-Tap, execution starts

by sending a pointing direction (Fig. 6a1), but Tap-

Tap starts by sending a tapped point (Fig. 6a2).

Here, we provide an overview of the two techniques.

For Point-Tap, it is possible to track pointing di-

rection by using depth cameras [18]. Tracked point-

ing data are sent to the server (Fig. 6a1), which

starts to find the nearest object from the pointing

direction. This is possible because the server main-

tains an object database that stores the location of

each object. Then, the server sends the pan and tilt

values of the detected object to the steerable cam-

era (Fig. 6b), causing the camera to change its aim

towards the designated object. The camera starts

to take images and sends them back to the server

(Fig. 6c). The server adds transparent rectangles

for marking selectable objects and sends that image

to the mobile device (Fig. 6d). Finally, the mobile

device can display the image shown in Figure 3b.

The flow of Tap-Tap is essentially the same as

Point-Tap, except at the beginning. When the user

taps a point in the image (Fig. 4a), the tapped point

is sent to the server (Fig. 6a2). The server finds the

nearest object to the tapped point. The remainder of

the process is the same as in Point-Tap (Fig. 6b-6d).

4. 3 Tracking Pointing Gesture

It is difficult to track users’pointing movements in

different directions accurately if using only one cam-

era [21 ]. To address this, two Microsoft Kinect depth

cameras were used, and they were set up to face each
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Fig. 8 Example of object database in XML
format.

other. The system can track a user ’s movements

when the user is placed between the two cameras.

To combine the two 3D spaces of the depth cam-

eras, we arbitrarily picked three points in the shared

area, and gathered the measured values, based on

the two different coordinate systems of the cameras.

Even if the measured values were different with re-

spect to the location and orientation of the cameras,

they were located in the same place. Thus, it was

possible to calculate a matrix M that converts one

camera space into another camera space by solving

Equation 1 [8 ]:

M(x, y, z) = (x‘, y‘, z‘) (1)

where (x, y, z) is the measured value in camera 1

and(x‘,y‘, z‘) is the measured value in camera 2

By using two depth cameras, the system can track

a user’s pointing gesture in all directions. The sys-

tem tracks the points of the hand and elbow, and the

vector is used as a pointing ray. Figure 7 shows the

visualization of a tracked user, and the yellow arrow

illustrates a tracked pointing ray.

4. 4 Server

4. 4. 1 Object Database

Figure 8 shows an example of an object database.

The database is stored in XML format. The element

“Object” contains six attributes. First, the name

attribute is used to write the names of the objects

with transparent rectangles (Fig. 3b). Attributes

PosX, PosY, and PosZ are pre-measured positions of

the object in the coordinate system of the camera.

These position data are used to detect the nearest

object from a tracked pointing ray. The attributes

pan and tilt are used to specify the direction of the

camera, as described above.

4. 4. 2 Marking Objects

As explained above, the system marks selectable

objects with half-transparent rectangles. The sys-

tem draws these by considering the pan and tilt val-

ues of all objects in the database. Because pan and

Fig. 9 Layout of hardware for the experi-
ment. Target object installation (a)
and real environment (b).

tilt describe absolute directions from the camera, it

is possible to determine whether the object is in view

with respect to the current pan and tilt values (i.e.,

absolute direction) and the field of view of the cam-

era. If the object is determined to be shown in the

image, the system draws a rectangle with its name

at the appropriate position.

5. Evaluation

We conducted experiments using the prototype

system described. There were two goals in the eval-

uation: to confirm the effect of user familiarity with

the space with the two techniques, and to compare the

techniques to each other regardless of familiarity.

5. 1 Experiment Environment

5. 1. 1 Selection and Arrangement of

Target Objects

Figure 9 shows the installation layout and real en-

vironment. In Figure 9a, the numerical values in

parentheses below each object represent its location;

the origin of coordinate is the top-left corner. The

numerical values shown are exact but the locations

of the objects in the figure were adjusted to include

all objects in one image. We selected eight objects
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Fig. 10 The application used for the experi-
ments with both techniques.

for the experiments, all of which were displays. This

was intended to provide the same difficulty in dis-

tinguishing objects. For example, if users are asked

to select an object such as a television or microwave,

they can distinguish between them by external shape

rather than by location. Thus, we selected similar

objects (i.e., displays). This is also a scenario where

see-and-select is more beneficial, where it is easier to

distinguish objects by location than by other prop-

erties (e.g., identifier or external shape).

Figure 9b shows the real environment. Displays

were located on top of desks (Fig. 9b1 - 9b3), and

the desks were used by real users. For the experi-

ments, we did not adjust the original layout of the

space. This was because users who are familiar with

a space can become unfamiliar if the objects are ar-

bitrarily moved for a test. To distinguish between

displays, we used each owner’s name (e.g., Nicole’

s display or Scott’s display). When there were mul-

tiple displays on a desk, we asked users to designate

the middle of the displays.

5. 1. 2 User Groups

We recruited two different user groups. The first

group used the experimental space every day. Thus,

they were familiar with the space (familiar group).

The second group visited the space fewer than five

times in the 1 month before the test date (unfamiliar

group). There were seven users in each group. In to-

tal, 14 users between the ages of 24 and 30 years (av-

erage, 26 years) participated. There were 12 males

and 2 females.

5. 1. 3 Tasks and Measured Values

For the experiment, the application shown in Fig-

ure 10 was developed. When the user pushes the

start button (Fig. 10a), the system shows the name

of a target object (Fig. 10b). After the selection,

Fig. 11 Effect of familiarity with the space.
In Point-Tap, familiarity did not have
a large effect. In contrast, in Tap-
Tap, the users in the unfamiliar group
took significantly longer.

the name of the next target object is shown auto-

matically. We asked the users to make selections

for each object using Point-Tap and Tap-Tap. The

order of the selection for objects was identical for

all users and both types. Before the test, the users

had 10 min to practice both methods. In this time,

the users who were not familiar with the space were

asked to memorize the locations of the objects. For

all cases, we measured the time taken to complete

the selection.

5. 2 Result

5. 2. 1 Effect of Familiarity

Familiarity had a significant effect on Tap-Tap but

not on Point-Tap. Figure 11 shows graphs illustrat-

ing the effect of familiarity on Point-Tap and on Tap-

Tap broken down by group. The groups performed

similarly for Point-Tap, where the familiar group

took 12.8 s and the unfamiliar group took 12.9 s,

on average. One-way analysis of variance (ANOVA)

showed that F(1,14) = 0.0006, P = 0.97. In contrast,

the results for Tap-Tap were quite different; the fa-

miliar group took 8.2 s, but the unfamiliar group

took 13.8 s. An ANOVA test showed a significant

effect, with F(1,14) = 13.37, P = 0.002.

5. 2. 2 Point-Tap versus Tap-Tap

The two techniques showed similar performances,

but more users preferred Point-Tap than Tap-Tap.

As shown in Table 3, Point-Tap and Tap-Tap took

11.54 and 10.52 s, respectively, on average. Point-

Tap took slightly longer, probably due to the time

taken for the physical movement of the pointing ges-

ture. After the test, we asked users to select their

preferred method. Ten users (71%) responded that

they preferred Point-Tap over Tap-Tap, and most of
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Table 3 Performance was not significantly
different. However, 71% of users pre-
ferred Point-Tap over Tap-Tap.

Method Type Time (s) Preference

Point-Tap 11.54 10 users (71%)

Tap-Tap 10.52 4 users (29%)

them reported that it felt more intuitive and natural

to make a pointing gesture.

5. 3 Discussion

Users’familiarity with the space had a significant

effect on Tap-Tap but not on Point-Tap. This result

is consistent with findings in spatial cognition sci-

ence. This suggests that, with Point-Tap (Fig. 11),

even users who were not familiar with the space had

no problem remembering the locations well. This is

because they were remembering the locations of the

objects with egocentric representations, i.e., the di-

rection and distance from themselves to the objects,

and thus they had no significant problem using a

pointing gesture because it relies on the same rep-

resentations. In contrast, with Tap-Tap, the users

needed to remember the locations with allocentric

representations, but this type of representation is

not readily available until users have become familiar

with the space [10]. Thus, familiarity with the space

had a significant effect on Tap-Tap.

In general, males have better spatial cognition [7 ].

In our test, there were two female participants and

they were in the unfamiliar group. We compared the

results of the two females to the results of the male

participants in the unfamiliar group, and found no

significant difference. With Point-Tap, male and fe-

male users took 13.8 s and 12.1 s, respectively, on

average. With Tap-Tap, they took 13.2 s and 15.2

s. Hence, female users showed a slightly faster speed

with Point-Tap and a slower performance with Tap-

Tap. We conducted a one-way ANOVA test with

the averaged results of Tap-Tap, but there was no

significant effect (F(1,14) = 0.81, P = 0.38).

Table 4 summarizes the choices with consideration

of the expected user ’s familiarity and higher pri-

ority of the space. When user satisfaction is more

important, Point-Tap will be more promising for

both types of user (familiar and unfamiliar with the

space). This is because 71% of users preferred Point-

Tap over Tap-Tap (see Table 3). When effectiveness

Table 4 Summary of beneficial places for
Point-Tap and Tap-Tap. If the users
are expected to be familiar to the
space and the effectiveness is more
important, Tap-Tap will be more
promising. Otherwise, Point-Tap
will be more appropriate.

Familiar Unfamiliar

Satisfaction Point-Tap Point-Tap

Ex) Staff lounge Ex) Museum

Effectiveness Tap-Tap Point-Tap

Ex) Office Ex) Lecture room

has a higher priority, Tap-Tap will be better if the

users are familiar with the space because users in

the familiar group took less time with Tap-Tap than

Point-Tap (Tap-Tap: 8.2 s, Point-Tap: 12.8 s; see

Fig. 11). However, if the users are unfamiliar with

the space, Point-Tap will be more promising because

they took 12.9 s with Point-Tap but 13.8 s with Tap-

Tap (see Fig. 11).

An important factor for a usability test is the fail-

ure rate. In these experiments, there was no case of

failure. In the experiment, users were asked to make

a rough pointing gesture (or tap in Tap-Tap) and

complete the selection by picking one rectangle on

the mobile device screen. These were relatively easy

tasks and the participants were hard to make failure

cases without mistakes. The density of target objects

was also low. A maximum of four objects was shown

at the same time and there were no overlaps among

objects. This is probably why there was no case of

failure. We expect that higher densities would affect

the techniques differently, and further investigations

in such an environment should be conducted.

6. Conclusions and Future Work

Point-Tap and Tap-Tap are based on the point-

ing gesture and a map with live video techniques,

respectively. The new techniques were designed to

enhance the capabilities of both the pointing ges-

ture and a map with live video systems, and we ver-

ified the concept by comparing them to related tech-

niques. In experiments a usability factor was identi-

fied, namely, the users’expected familiarity with the

space. The results show that familiarity significantly

affected Tap-Tap, indicating that the expected user’s

familiarity with the space should be considered when
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choosing between pointing gestures and map-based

interfaces as a selection method.

A camera on the ceiling takes time to move, and

this can result in slow performance with both tech-

niques. However, that physical time was assessed for

all test participants for both methods in the same

way; thus, the statistical data allow for a meaning-

ful comparison of the techniques. In future work, we

plan to use a higher resolution and a camera with a

wider angle of view. Then we will be able to gather

a natural view that shows different areas in space

through fine image processing. We expect that the

speed of the techniques will be improved with this

setup.

In this study, we considered only the case that a

user and the selectable objects are in the same space.

However, the two techniques can be applied to a sce-

nario with a distant remote space, because they rely

on the view from the camera. Finding different us-

ability factors with that setup may be a promising

future direction.
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