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Abstract – Most existing digital camera user interfaces place little emphasis on self-
portrait options. Therefore, it is not always easy to take self-portraits using conventional
user interfaces. This paper presents a vision-based head gesture interface for controlling a
self-portrait camera that helps users to take self-portraits effectively and efficiently. Intu-
itive nodding and head-shaking gestures control the camera zoom in/out on the face, and
a mouth-opening gesture triggers the camera to take a picture. We evaluated its usability
factors (effectiveness, efficiency, and satisfaction) and compared it to a remote control
in a user study. The results suggest that our interface is useful for taking self-portrait
pictures.
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1. Introduction

Taking personal self-portrait photographs has be-

come increasingly popular with the widespread use

of online social networking systems (SNS), such as

Facebook and Twitter. Self-portraits are taken not

only for fun but also to stimulate creativity, log our

life, and present ourselves to society [1 ] [2 ].

However, there are many problems associated with

taking a portrait shot. Conventional methods, such

as use of a self-timer, can be tiresome (having to

run back and forth to prepare and then pose for

the shot), time consuming, and frustrating as many

shots may be needed to obtain a satisfactory por-

trait [3 ] [4 ]. Use of a handheld remote control may

be a better choice, but the additional device occu-

pies the hand, which limits freedom in terms of the

possible postures one can assume and often results

in unnatural postures [3 ] [5 ]. Conventional interface

designs pay only modest attention to user interac-

tion, and largely do not consider user-friendly ways

for taking self-portraits.

Therefore, we feel that it is important to develop

a user-friendly interface that allows a lone individual

to take portrait shots both effectively and efficiently.

Our previous studies have suggested that a vision-

based gesture interface may be ideal choice for de-

veloping a remote control interface for a self-portrait

camera [6 ] [7 ]. Such interfaces have a number of

advantages: they provide remote control capability
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that allows a user to interact with a camera while

posing in front of it; human gestures contain many

meanings that can be mapped to various camera

functions; and gesture recognition can be accom-

plished using an image-processing algorithm on cam-

era live-view image sequences and thus there is no

need to modify existing camera hardware.

In a previous study [6 ], we proposed hand gestures

for interacting with cameras. This work attracted

some level of interest from the public and the media.

However, it is difficult to develop a zooming interface

using hand gestures, as the user’s hands may go out-

side the field of view of the camera, especially at high

zoom values. Moreover, when using hand gestures a

large display is needed to show the live view and the

graphical user interface. This limits the portability

of the system and obstructs its practical use.

Therefore, we proposed a second technique us-

ing head nodding and shaking gestures as the in-

terface [7 ]. We found that head gestures work well

with small displays and are suitable as the basis of

a zooming interface, because the face is unlikely to

move outside the field of view; as the focus and most

important region in a self-portrait, it is always avail-

able for gestures, which can be mapped to camera

control functions.

In this study, we enhanced the head gesture in-

terface to develop a practical self-portrait camera,

reintroducing the nodding and head shaking gestures

and incorporating facial gestures such as the mouth-

opening gesture. We conducted a formal user study

to examine its usefulness (effectiveness, efficiency,
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and satisfaction) for controlling a camera. The ex-

periment also compared the proposed head gesture

interface with a smartphone remote control. Two

types of remote control, button and touch interfaces,

were implemented for the comparison. Users were

able to use the gesture interface to interact with a

camera effectively and felt satisfied with the tech-

nique for taking self-portraits. In addition, the ges-

ture interface had a slightly better satisfaction evalu-

ation than the handheld remote control, particularly

than touch interface.

A summary of this work’s contributions follows.

• A vision-based head-motion gesture interface for

cameras is presented. The interface maps nod-

ding to zooming in, head shaking to zooming

out, and a mouth-opening gesture to trigger the

shutter.

• A prototype was developed and was evaluated

by a dozen people who reported high levels of

satisfaction.

• We conducted a formal experiment to evaluate

the usability of the system compared to a hand-

held remote control for controlling a camera.

Users felt a slightly higher degree of satisfaction

with our proposed interface.

2. Related Work

2. 1 Self-portrait approaches

There are several typical approaches for taking

self-portraits.

The long arm. Most people have taken this kind

of self-portrait, which involves holding the camera

as far away as possible to take the photograph. This

is a very popular technique with tourists. In fact,

several camera manufacturers now produce cameras

with two LCD screens (such as Samsung DualView

camera), one of which is in front so that users us-

ing this technique can see themselves when taking

self-portraits. Although this method can be fun and

records a moment, such pictures are not ideal as they

are generally of poor quality; they may distort the

face, and it is difficult to keep the hand steady [5 ].

In contrast, our proposed system can be used on

any flat and stable surface. The user can stand a dis-

tance from the camera, relax, and perform intuitive

gestures to interact with the camera.

The self-timer. Almost all cameras now have a

self-timer option. In general, a tripod or a steady

surface such as a shelf or table is required to hold

the camera. When preparing for the shot typically

entails positioning the camera while behind it, per-

haps using placeholders such as a potted plant or

other object as stand-ins for the user, pressing the

button, quickly getting into position, and then wait-

ing for the picture to be taken. This method is time

consuming and can be frustrating, i.e., ensuring the

correct focus and good composition, as it may re-

quire many attempts to obtain a satisfactory por-

trait [3 ] [4 ]. In addition, the user may find it difficult

to find the appropriate zoom and then take a pic-

ture while (s)he keeps touching the camera to make

zooming adjustments.

A better choice would be for the user to be able to

interact with the camera remotely while in front of

the lens, as in our prototype.

Remote control. Using a remote shutter release

controller, it is possible to pose and click without

having to run back and forth to the camera. The

camera will also be able to focus correctly as the

user will already be in front of the lens [5 ]. In ad-

dition, the smartphone remote control may provide

many more function controls, such as zoom, param-

eter settings and live preview. However, if the hands

are going to be in the shot, it will be necessary to

conceal the handheld remote control [3 ] [5 ]. Indeed,

the additional device occupying the hand often re-

sults in unnatural postures in final photographs.

Our proposed gesture interface can provide remote

control without requiring any devices to be held. The

user is able to perform intuitive head gestures to trig-

ger camera functions.

Vision-based gesture interface. This technique in-

volves the application of complex image-processing

algorithms to the camera live view image sequence

and the detection of specific features, actions, and

human gestures as control commands to interact

with the camera. Successful applications, such as

Sony Camera Robot [8 ], use face-detection tech-

niques to locate people and take pictures automat-

ically. The Casio Motion Shutter [9 ] also enables

users to take pictures using hand motions. Chu [6 ]

proposed using hand gestures to control pan and tilt

for composition of the camera view frame.

Our proposed system also uses a vision-based ges-

ture interface. We have implemented two important

control functions: zooming and triggering the shut-
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ter. We mapped nodding and head shaking gestures

to zooming in and out, respectively. In addition, the

mouth-opening gesture is used to activate the camera

shutter trigger.

2. 2 Head gesture interface

The vision-based head gesture interface has been

studied by several researchers [10 ] − [18 ]. One typical

gesture recognition scheme presented by Davis [10 ]

uses feature tracking on face region to estimate head

motions, and then utilizes a Finite State Machine

(FSM) to recognize nodding and shaking gestures.

The author used the gestures for a simple dialog-box

agent and acquired yes/no acknowledgement from

the user. However, it needed a hardware equipment,

IBM PupilCam, to detect the face, thus limiting its

practical application. Li [11 ] modified the recogni-

tion scheme and introduced the block motion vec-

tors to perform motion estimation, which reduced

computational requirements and enabled the use of

a single camera to run on mobile devices. However,

it required the user to place his/her head at pre-

defined positions in order to perform the gestures.

Tan [12 ] introduced the use of coordinates of eyes to

judge the direction of face’s movement. A hidden

Markov model (HMM) was trained to perform head

nodding and shaking recognition. The limitation re-

ported by the author is that, by using eye locating

method, it was easy to generate wrong results when

the user moved his/her head in one direction con-

tinuously. Other proposals such as the use of stereo

camera [13 ], or context knowledge [14 ] to improve the

recognition were also reported.

On the other hand, facial gestures, such as mouth-

opening and eyebrow-raising, that work together

with head gestures, were also studied and proved to

be an effective way to trigger commands [16 ] [17 ] [18 ].

Although the head gestures and facial gestures

were widely studied, few of the studies addressed the

zoom interface by using head gestures. In this work,

we present an intuitive function mapping of zoom.

Because humans can easily perform the nodding and

shaking gestures continuously, it is appropriate to

map them to zooming in/out respectively. This was

verified in our user study, as described in Section 5.

We also improved the gesture recognition reported

in [10 ] [11 ]. We use a safe zone around the face to per-

form auto-initialization and quickly exclude casual

head movements. A simplified motion estimation by

using optical-flow for “good features to track” [19 ]

on face is used to achieve good performance and mo-

tion tracking accuracy. These improvements offer an

effective head gesture interface.

3. Design Goal

Our design goal was to develop a vision-based

head-gesture interface for controlling a digital cam-

era to take self-portrait pictures effectively and ef-

ficiently. Considering the feedback from previous

studies and surveys, we present a summary of the

design goals of the current system.

Small size of frontal screen - Unlike conventional

vision-based interfaces, which usually have a large

display to provide visual feedback, we took mobil-

ity into consideration to design a system that would

work well with a small screen. Currently, we use

a 3.5-inch viewfinder and have introduced several

strong gesture patterns that work well with little vi-

sual feedback.

Strong motion gesture patterns - Portrait shots do

not capture motion, but rather focus on a static pos-

ture. Therefore, it is straightforward to use motion

gestures as control commands. The gestures should

have strong motion patterns that cannot easily be

triggered by accident. Moreover, it is better to use

small motions that do not disturb the user’s eye con-

tact with the lens when performing gestures. Thus,

the user can still observe a preview of his/her posture

and confirm the status of the camera.

Head gestures only - We believe that head gestures

are the best choice for mapping to the zooming func-

tion of the camera. To maintain consistency, we did

not combine head gestures with hand or body ges-

tures.

Real-time processing - The image-processing pro-

cedure for detecting gestures should be fast (at least

30 frames per second, FPS) to guarantee that the

system shows smooth video on the viewfinder and so

the user can obtain instant feedback from the camera

while performing gestures.

We will discuss the validity of our design in the

Discussion section on the basis of the results of the

user study.

4. Proposed Gesture Interface

The major innovation of our work is that the self-

portrait camera is responsive to head and mouth
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Fig. 1 Prototype of our self-portrait system.
A Canon 60D camera is used to take
pictures and an iPhone is used as a
viewfinder.

motion gestures when the user is in front of the

lens. When the user faces the camera, the camera

first detects the user’s face and then tracks nodding,

head shaking, and mouth-opening gestures. The user

can perform these gestures to zoom in, zoom out,

and trigger the shutter, respectively, to take a self-

portrait photograph.

4. 1 Overview

The prototype system (Fig. 1) consists of a pro-

fessional digital single-lens reflex (DSLR) camera, an

iPhone, and a personal computer (PC, not shown in

the figure). The DSLR camera is used to take pic-

tures, and the iPhone is used as a frontal screen to

enable users to see themselves in the live view video.

A specific type of tripod or professional tripod can

be used to hold the camera. In our current prototype

system, a PC is connected to the camera via a USB

cable to exchange data with the camera, processing

images to detect gestures, and sending previews to

the iPhone through a WiFi connection.

To interact with the system, the user faces the

camera and performs the head and/or mouth ges-

tures. The face and detected gestures will appear on

the live view iPhone screen as a visual aid.

4. 2 Introduced interaction gestures

We examined many possible head and facial ges-

tures to identify intuitive motion gestures that could

be mapped to two important camera functions, i.e.,

zooming and shutter trigger. We decided on motion

gestures, as static head poses or facial expressions

may be easily confused with a user’s portrait pos-

tures and expressions. In addition, when a user is

making a static pose for a photograph, motions can

be easily distinguished as command functions. An-

other important consideration is that the gestures

should not be easily triggered by accident. When

preparing for a shot, the user may try different cre-

ative postures and expressions with lots of move-

ment; therefore, the gestures should be markedly dif-

ferent from whimsical or general movements of the

head. In addition, the gestures mapped to camera

functions should be intuitive.

Based on the above considerations, we chose nod-

ding, head shaking, and mouth-opening as candidate

gestures for controlling camera functions. All three

gestures are intuitive, induce little fatigue and can

be easily remembered by users [13 ] [17 ] [18 ]. In our

earlier implementation, we attempted to detect an

eyebrow-raising gesture, which has also been dis-

cussed previously [16 ] [18 ]. However, in a user study,

we found that this gesture cannot be recognized well

in users with long bangs, especially women, and we

therefore abandoned it. We also considered clock-

wise/counterclockwise head-tilting gestures, but ex-

periments showed that it was impractical, as users

easily lost eye contact with the screen when perform-

ing it, and it was difficult to recognize these gestures.

Hence, we also abandoned this gesture.

In the following subsections, we describe our

gesture-recognition technique using nodding, head

shaking, and mouth-opening gestures.

4. 3 Gesture-recognition technique

The proposed gesture-recognition technique is

based on face-detection methods that have achieved

great success [20 ]. We use face detection to detect

the face region in each frame of the video. To rec-

ognize nodding and head shaking gestures, we first

present a safe zone to restrict head motions to ex-

clude unnecessary motions (Fig. 2), and apply

Lucas-Kanade optical flow tracking [21 ] to determine

the two-dimensional (2D) motions of the head. To

recognize the mouth-opening gesture, we first con-

duct empirical estimation to locate the mouth region

of the face. The recognition of gestures is made un-

der the assumption that a user’s face is directly in

front of the camera.

4. 3. 1 Nodding and head shaking recognition

To recognize the head gestures, we first define a

safe zone as mentioned above. This zone, which is

40% larger than the face region, is initialized based

on the face region in the image. Then, in the follow-
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Fig. 2 Face region (inside rectangle), safe
zone (outer rectangle), and the feature
points extracted are marked with filled
circles.

ing frames, we check whether the face has moved out

of the safe zone or not. If so, the zone is reinitialized

and a new check will start; if not, the zone remains as

it is and the system waits for the next frame and face

region to check the head motion. When the face does

not move out of the safe zone within a specific period

(currently 500 ms), then it is assumed that the head

is still and that it is a good time to recognize head

gestures.

Within the face region, we extract the image fea-

tures for tracking head motion. Several feature-

extraction algorithms have been reported previously
[22 ] [23 ], but we chose a fast extraction method de-

rived from the Hessian matrix, and selected the top

30 feature points as good features to track, as defined

by Shi and Tomasi (S-T) [19 ]. After feature extrac-

tion (see Fig. 2), the Lucas-Kanade [21 ] method op-

tical flow measurement is conducted for tracking the

motion of each feature point. This is one of most pre-

cise methods for tracking Shi and Tomasi features in

images. The optical flow measurements are feature

points in the current frame displacement from the

previous frame. The length and direction of motion

of each feature point can be determined by calculat-

ing each feature’s displacement. We calculate the set

of feature points within the face region, and calculate

the mean length (speed) and direction of movement

as the main parameters in each frame.

The general motion data patterns of nodding and

head shaking are shown in Fig. 3. These data were

collected and recorded from one female graduate stu-

dent. Important statistical information can be ob-

tained from these data. First, in the nodding ges-

Fig. 3 Nodding (a) and head shaking (b) ges-
ture data.

ture (Fig. 3a), the motion directions are between

90◦ and 180◦ during tilting of the head down, and

270◦ and 360◦ during tilting of the head up. In con-

trast, the directions of motion in the head shaking

gesture (Fig. 3b) are smooth and steady along the

45◦ and 225◦ lines. Second, the motion length data

change periodically during the head gestures, but re-

main below a peak value of 6. The time intervals

of each action switch, i.e., up-down and left-right

movements, were calculated as 122.2 ms and 137.5

ms, respectively. However, we found in a number of

experiments that these intervals varied depending on

the user. To make the recognition less restricted, we

ultimately chose an interval threshold of 500 ms in

our application.

Based on these data, we concluded that the shak-

ing gesture is a steadier motion than the nodding ges-

ture. Hence, we separated the motion region of mov-

ing recognition into four regions: right, 10-80◦ (70◦

span); left, 190-260◦ (70◦ span); up, 260-360◦ and

0-10◦ (110◦ span); and down, 80-190◦ (110◦ span).

The length of motion must be larger than 0.5 and

less than 6.0 in the recognition process.

The timing-based finite state machine (FSM)

shown in Fig. 4 was used to recognize the gestures.

The figure shows an example of head shaking gesture

recognition with a transition chart with two main

states: Stationary 1 as the motionless state and Safe
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Fig. 4 Finite state machine for recognizing
the head shaking gesture.

Fig. 5 Nodding and shaking gesture motions.
Images in the top row show two nods;
those in the bottom row show three
shakes. The fan and the line at mid-
dle of the face indicates the direction
of motion.

Zone when the face is inside the safe zone within a

certain period. The Safe Zone state includes Station-

ary 2, left motion, and right motion. The transition

from left to right or reverse transition adds one factor

to the shaking count.

Fig. 5 shows an example of the gesture-

recognition procedure in image sequences. In each

image, the fan shape and the segment line at the mid-

dle of the face indicate the direction of motion. The

count of nods and shakes recognized in each frame

is displayed at the top left of the safe zone (“NOD”

represents nodding, “SAK” represents shaking). The

user can see the recognition states while performing

gestures.

4. 3. 2 Recognition of the mouth-opening gesture

To recognize the mouth-opening gesture, we first

estimated the mouth region related to the rectan-

gle containing the face (Fig. 6). Two subjects,

one female and the other male, participated in the

user study to examine the mouth region related to

the face rectangle. We considered both closed and

opened mouths, and tested the final recognition ac-

Fig. 6 Estimated mouth region.

curacy of the mouth-opening gesture. We concluded

that based on a rectangle using the distances from

the eyebrows down to the lower lip and between the

outside edges of the two eyes, the mouth width was

50% of the face width, and the height was 50% of

the face height.

In the second step, we manually arranged a matrix

of 6×6 tracking points inside the region of the mouth,

and applied Lucas-Kanade [21 ] optical flow to track

the points motions in each video frame ( Fig. 7).

We did not apply dense Horn-Schunck [24 ] optical

flow tracking as used in a previous study [16 ], as it

has low performance. We used a history-recording

and accumulation method to analyze the motion

data, similar to the previous study [16 ]. Two 6×6

historical matrixes accompany mouth motions. One

detects opening motions, defined as the Down Ma-

trix, which records motions in the downward direc-

tion. The other detects closing motions, defined as

the Up Matrix, which records motions in the upward

direction. The two matrixes are shown together with

the mouth image in Fig. 7, with the Up Matrix

on top and the Down Matrix on the bottom of the

mouth image. The strength of detected motions is

represented as dark blocks. The images from left

to right represent three key frames of the mouth-

opening gesture. The motion data are accumulated

within 500 ms. When the accumulated data reach

the defined threshold, a mouth-opening gesture can

be detected.

The strength of matrix data is calculated in each

image frame, and the pattern can be seen in the

graph at the bottom of the figure. We concluded

that when the mouth is opened, the Down Matrix

peaks, and when it is closed, the Up Matrix peaks.
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Fig. 7 The mouth-opening gesture. The Up
Matrix and Down Matrix are shown
at the top and bottom of the mouth
image, respectively. The graph shows
the data strength of the two historical
matrixes.

Thus, the mouth-opening gesture can be recognized

when such data patterns are detected.

4. 4 Function mappings

In our previous work [7 ], we used continuous nod-

ding and shaking for zooming in and out, respec-

tively. We confirmed that these gestures are intuitive

to users. However, the design of a double nodding

gesture, in which the head nods twice and stops to

trigger the shutter can easily be confused with con-

tinuous nodding. Therefore, in the present study, we

mapped the mouth-opening gesture to the shutter

trigger function instead. This gesture initiates aut-

ofocus on the user’s face, and triggers the shutter

timer to start countdown from 5 to 1, after which

the camera takes the picture. If head shaking is per-

formed during the countdown, it cancels it.

Regardless of how fast the user performs the ges-

tures, zooming is set at a constant speed of 0.75X per

second. We abandoned mapping faster speed ges-

tures to faster zooming, as it made the users nervous

and resulted in loss of accuracy.

4. 5 Implementation

In the current implementation, we used a profes-

sional DSLR camera (Canon 60D) with an 18-55

mm lens. The camera offers a software development

kit [25 ] for developers, including embedded hardware

support for face detection. It runs at 30 FPS with

1056×704 video image sequences for live view, and

can detect faces at sizes from 58×58 to 513×513 in

the image frame.

We developed an iPhone app and used the iPhone

screen to show the camera preview. The iPhone

preview app runs at 20 FPS with an image size of

480×320 received from the camera in real time. The

iPhone can also be used as a handheld remote con-

trol. It provides the same functions as the head ges-

ture interface, with zooming and shutter trigger. We

used the iPhone as a handheld remote control for

comparison with the proposed gesture interface in

the user study.

A desktop PC with an Intel Core 2 Q8300 2.5-

GHz CPU was used for image processing and ges-

ture recognition. The camera was connected to the

desktop PC via a USB cable, and the PC sent the

preview to the iPhone through a WiFi connection.

We used the OpenCV library [26 ], which provides

an implementation of Lucas-Kanade optical flow

tracking to estimate head motions. The applica-

tion program was written in C++. The performance

of the implemented gesture-recognition algorithm is

summarized in Table 1. Gesture recognition had

the same performance at different face sizes in the

image, as we scaled the face to a standard size of

120×120.

Table 1 Performance of gesture recognition

Process time (ms)

Nodding and shaking 1.2

Mouth-opening 0.5

The prototype system was constructed in our lab-

oratory and used for the experiments described in

the following section (Fig. 8).

5. User Study

A user study was performed to evaluate the us-

ability of the proposed interface. Although usabil-

ity evaluations have been discussed in many previ-

ous reports [27 ] [28 ], we followed the ISO 9241 usabil-

ity definition [29 ] and collected data on three distinct

aspects of the proposed interface: effectiveness, effi-

ciency, and user satisfaction. We also compared the

gesture interface with a handheld remote control.

Effectiveness. This measures the accuracy and

completeness with which users can achieve specified

goals in particular environments. We arranged con-
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Fig. 8 Experimental environment and appa-
ratus.

secutive tasks to allow the user to perform the ges-

tures many times to complete three types of shots:

full-body, close-up, and upper-body shots. We eval-

uated the task completeness and the gesture recog-

nition rate. We also compared the results to the

handheld remote control when the users completed

the same tasks.

Efficiency. This reflects the resources expended

in relation to the accuracy and completeness of the

goals achieved. We observed how many times par-

ticipants actually performed the gestures to complete

the three shots, and the time to completion.

User satisfaction. This is the comfort and accept-

ability of the system to its users and other people

affected by its use. We used subjective assessment

expressed on a five-point Likert scale.

5. 1 Apparatus

We set up the experiment indoors under standard

daylight conditions. We did not investigate the ro-

bustness of the algorithm to lighting conditions, as

it depends on the implementation of face detection

and Lucas-Kanade optical flow, which have been ex-

amined in previous studies [30 ] [31 ]. The camera was

placed on a tripod. The experimental setup is shown

in Fig. 8.

The iPhone was attached to the top of the cam-

era. Two types of remote control were implemented:

a button remote control and a touch remote con-

trol. The button remote control represents the tra-

ditional method, which provides users with eyes-free

operation. Fig. 9 shows the application where the

two physical buttons of iPhone were used to con-

trol zooming, and where the touchscreen was used to

trigger the camera shutter. On the other hand, the

touch-based interface (see Fig. 10) provides the live

preview on screen and the graphical user interface.

Fig. 9 iPhone remote control: two buttons to
control zooming, touch on the screen
to take shots.

Fig. 10 iPhone remote control. The screen
shows the camera preview and any
camera information. There are two
user interfaces: a shutter button that
triggers the camera to take shots, and
a zoom slide bar to control zooming.

The graphical user interface on the touchscreen in-

cludes two distinct functions: a shutter button icon

that triggers the camera to take a picture, and a

zoom slide bar to control zooming.

5. 2 Participants

We recruited 12 subjects (6 female, 6 male) aged

23-30 years (mean = 25.6, SD = 1.6). Each partici-

pant was paid 1000 yen to participate in the study,

which took 20-40 min. All participants were anony-

mous volunteers who saw our recruitment announce-

ment in the international researchers’ mailing list in

the city of Tsukuba.

5. 3 Task and procedure

Each experimental session involved one participant

and consisted of four phases: 1) The experimenter

introduced the system and allowed the participant

to become familiar with it; 2) the participant com-

pleted consecutive tasks to measure the effectiveness

and efficiency of the interface; 3) the subject com-

pleted a questionnaire as a subjective assessment of

the system; and 4) user gestures were recorded to

calculate the recognition accuracy and for future im-

provement.
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In the first phase, the experimenter explained and

demonstrated the two basic functions: zooming and

shutter triggering. As this was likely to be the first

time that the participants had experienced such an

interface, each participant was shown how to use it

and given time to become familiar with the system.

The use of the iPhone remote control was introduced

at the same time.

In the second phase, participants used both the

gesture interface and a handheld remote control to

complete three consecutive tasks, namely taking full-

body, close-up, and upper-body portraits (Fig. 11).

The participants stood in the same position during

the tests, but were allowed to explore the head ges-

ture interface or handheld remote control to zoom

and take several shots. The three types of pho-

tographs are illustrated in Fig. 11 and summarized

below.

Fig. 11 Three types of photograph: full-body,
close-up, and upper body.

Full-body shot. No zoom required. Perform shutter

trigger command after standing in the correct posi-

tion (size of face region from 60×60 to 90×90 in the

image).

Close-up shot. The participant zooms the camera

from full-body to close-up (size of face region from

260×260 to 340×340 in the image) and takes the

picture. This task tests the zooming in function.

Upper body shot. The participant zooms out from

close-up to upper body (size of face region from

120×120 to 180×180 in the image) to take a picture.

This task tests the zooming out function.

The two techniques (i.e., head gesture interface

and using the remote control) were arranged under

the same conditions as outlined above. To avoid bias

in the experiment, half of the participants used the

handheld remote control first, and the other half used

the head gesture interface first. The interaction ges-

tures and time to completion of each of the three

tasks were automatically recorded. The portraits

were saved on the camera and PC.

In the third phase, the subjects completed a ques-

tionnaire as mentioned above, and in the fourth

phase, the subjects participated in a separate ex-

periment in which they performed the three types

of gestures several times. The process was recorded

as a video file for offline analysis of the accuracy of

gesture recognition. Participation in this phase was

voluntary.

5. 4 Results

5. 4. 1 Effectiveness and efficiency

We assessed three factors to determine the effec-

tiveness and efficiency of the proposed gesture inter-

face, i.e., task completeness, the number of gestures

participants performed to complete the tasks, and

the recognition rate of gestures. We also collected a

subjective assessment of effectiveness of the gesture

interface compared to the handheld remote control.

The task completeness results are shown in Ta-

ble 2. All of the participants completed the three

types of pictures using both the gesture interface and

the handheld remote control. We concluded that the

head gesture interface is effective for users to control

the zooming function and take self-portraits.

Table 2 Completeness

Full-body Close-up Upper body

Gesture interface 100% 100% 100%

Remote (button) 100% 100% 100%

Remote (touch) 100% 100% 100%

To evaluate the efficiency of the gesture interface

we recorded the number of gestures performed by

each of the 12 users during the experiment sessions.

The results are shown in Table 3. The mean val-

ues were calculated and the standard deviations are

shown in parentheses.

Table 3 Performance for the three types of
picture

Nodding Shaking Time

Full-body to
10.9 (1.1) 0.8 (1.4) 7.6 s (1.2 s)

Close-up

Close-up to
1.4 (1.9) 16.3 (1.7) 7.8 s (2.0 s)

Upper body

The full-body shot served as the starting point,

for which the participants stood in a specified po-

sition and performed the mouth-opening gesture to

take the first picture. Thus, there were no nods or

head shakes. After this, participants performed the

nodding gesture to zoom in and take a close-up shot.
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This took 10.9 (SD = 1.1) nods and 7.6 s (SD =

1.2 s) on average to complete the task and take a

shot. Sometimes, the participants had to perform

the shaking gesture to zoom out slightly as an ad-

justment after zooming in. However, this was rare.

The upper body shot, performing the shaking ges-

ture to zoom out from close-up to upper body, took

on average 16.3 (SD = 1.7) shakes and 7.8 s (SD =

2.0 s) to complete. In some cases, participants per-

formed the nodding gesture to zoom back in as an

adjustment.

A comparison with using the remote control with

regards to time is shown in Fig. 12. Users took

about 2 times longer to complete the tasks when us-

ing gesture interface. This is generally due to the ex-

actness of gesture recognition and the speed of zoom

(0.75X per second). One-way analysis of variance

(ANOVA) showed a significant effect (p < 0.001)

of the three techniques both for close-up and upper

body zoom tasks.

Fig. 12 Time comparison of the three tech-
niques.

To examine gesture recognition accuracy, we col-

lected 118 nodding, 126 shaking, and 20 mouth-

opening gestures on AVI video samples from eight

participants who agreed to allow video recording. We

ran our application to recognize gestures on sample

video to calculate the recognition rate. The results,

summarized in Table 4, indicate good performance

and recognition accuracy above 80% for nodding and

shaking gestures. In addition, it achieved 100% ac-

curacy recognizing mouth-opening gestures.

Finally, participants were asked to rate their sat-

isfaction with the effectiveness of the proposed ges-

ture interface compared to the handheld remote con-

trol on a five-point scale from “very poor” to “excel-

Table 4 Accuracy of gesture recognition

Total Recognized Missed Accuracy

Nodding 118 101 17 85.6%

Shaking 126 102 24 81.0%

Mouth-opening 20 20 0 100%

lent”. Table 5 shows the results. We conducted

an ANOVA test, but there was no significant effect

(F(2,33) = 0.49, p = 0.62).

Table 5 Effectiveness of the interface for tak-
ing portraits

Evaluation Excellent Good Fair Poor Very poor

Gesture interface 16.7% 50.0% 33.3% 0.0% 0.0%

Remote (button) 41.7% 33.3% 25.0% 0.0% 0.0%

Remote (touch) 41.7% 33.3% 16.7% 8.3% 0.0%

5. 4. 2 User satisfaction

We asked the participants to rate their level of sat-

isfaction with the adopted function mappings (Ta-

ble 6). All of the participants agreed that mapping

of the nodding gesture to zoom in and the shaking

gesture to zoom out were both intuitive and appro-

priate. Almost 60% of participants were satisfied

with the mapping of the mouth-opening gesture to

the shutter trigger function. About 40% of users re-

ported a lack of satisfaction with the mouth-opening

gesture; these users complained that this gesture may

conflict with mouth motions when they are talk-

ing, or may cause unwanted triggering of the shutter

countdown while preparing for the picture. Our ap-

plication included a cancel function in which the user

can perform the head shaking gesture to cancel the

countdown once it has started. The users evaluated

this design as useful when they triggered the shutter

by accident.

Table 6 Evaluation of function mappings

Evaluation Excellent Good Fair Poor Very poor

Nodding 83.3% 16.7% 0.0% 0.0% 0.0%

Shaking 75.0% 25.0% 0.0% 0.0% 0.0%

Mouth-opening 41.7% 16.7% 33.3% 8.3% 0.0%

In addition, the users evaluated their satisfac-

tion with regard to freedom and concentration while

preparing for a picture when using the proposed in-

terface compared to the handheld remote control

(Table 7). About 90% of participants reported a
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satisfied experience with the gesture interface (rat-

ings of “Excellent” and “Good”), while about 66%

participants felt satisfied with the handheld remote

control, both the button and touch interfaces. An

ANOVA test showed a significant effect, F(2,33) =

3.79, p = 0.03. Moreover, the post hoc tests by Tukey

HSD showed that the gesture interface against touch

remote control had a significant effect (p = 0.03).

However, there were no significant effects of gesture

interface vs. button remote control (p = 0.19) and

button vs. touch remote control (p = 0.64).

Table 7 Freedom and concentration while
preparing for a picture

Evaluation Excellent Good Fair Poor Very poor

Gesture interface 41.7% 50.0% 8.3% 0.0% 0.0%

Remote (button) 16.7% 50.0% 33.3% 0.0% 0.0%

Remote (touch) 0.0% 66.7% 25.0% 8.3% 0.0%

Finally, participants rated their overall satisfac-

tion with the proposed gesture interface compared to

the handheld remote control (Table 8). All of the

participants reported a satisfied experience with the

gesture interface, while about 80% and 60% partic-

ipants felt satisfied with the button remote control,

and touch remote control respectively. An ANOVA

test showed a significant effect, F(2,33) = 3.98, p =

0.03. Furthermore, the post hoc tests by Tukey HSD

showed that the gesture interface against touch re-

mote control had a significant effect (p = 0.02). But

there were no significant effects of gesture interface

vs. button remote control (p = 0.17) and button vs.

touch remote control (p = 0.63).

Table 8 Impression of proposed interface vs.
handheld remote control

Evaluation Excellent Good Fair Poor Very poor

Gesture interface 41.7% 58.3% 0.0% 0.0% 0.0%

Remote (button) 8.3% 75.0% 16.7% 0.0% 0.0%

Remote (touch) 16.7% 41.7% 33.3% 8.3% 0.0%

6. Discussion

6. 1 Validity of design

Here, we review the appropriateness of our design

goals based on the results of the survey and our ob-

servations of the participants’ interactions with the

self-portrait camera. We also examine whether our

implementation satisfied these goals based on our ob-

servations of how the participants used the system.

Small size of frontal screen - The participants

could interact with the camera with head gestures

within a distance of 2 m. Although the participants

stood 2 m from the camera and could not see the

preview in detail on the 3.5-inch screen, all of them

could still determine the zooming status and perform

gestures to control zooming in/out from close-up to

upper body and take the shots.

Considering strong pattern of motion gestures -

Our observations in the present study confirm that

the nodding and shaking motions are strong gesture

patterns, which were rarely triggered by accident.

However, the mouth-opening motion was less distinct

and was unexpectedly recognized many times, partic-

ularly when participants were speaking or preparing

for pictures. However, this gesture is still one of the

best candidates for an intuitive gesture, as almost

60% of participants expressed a preference for it.

Head gestures only - The original motivation for

introducing a head gesture interface was that the

head and face are always available in images when

developing vision-based gesture interfaces for zoom-

ing. Other gestures, such as hand or body ges-

tures, cannot be used if the camera is zoomed close

in. In the user study, we found that head gestures

can provide an effective interface for controlling a

self-portrait camera, particularly for controlling the

zooming function.

Real-time processing - Gesture recognition can be

achieved rapidly, within 1.2 ms and 0.5 ms for nod-

ding and shaking, and mouth-opening, respectively.

Thus, the algorithm used here can be implemented

and will show good performance on a modern digital

camera.

The observations and survey results obtained here

indicate that the proposed gesture interface fulfills

almost all of the requirements set at the beginning

of the present study, thus suggesting that it is very

effective for the stated application. In general, the

users reacted very positively; they derived enjoyment

from interacting with the self-portrait camera and

were satisfied with the concept of the gesture inter-

face. However, there were several slight problems,

and these are discussed in the following subsection.

6. 2 Limitations and future work

Our proposed self-portrait system is a “proof-of-

concept” implementation, and so there were some

hardware limitations. We used a Canon DSLR cam-
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era to take portraits, a PC connected to the camera

for image processing and gesture recognition, and an

iPhone attached to the camera as a frontal screen.

These hardware limitations were frustrating for users

when considering a practical self-portrait camera.

However, we believe that the development of a smart

camera or computational camera [32 ] equipped with

a frontal screen and supporting custom programming

will soon be developed. We hope to implement the

gesture interface described here in such cameras in

the future.

While the proposed gesture-recognition algorithm

achieved a good level of accuracy, better results are

expected with future improvements. The develop-

ment of methods for extracting facial features to al-

low localization of the eyes, nose, mouth, and lips for

detecting accurate facial motions is also expected in

future.

Another limitation of the proposed interface is the

inability to map to many more camera functions,

such as aperture, shutter speed, ISO, white balance,

and so forth. Further studies are required to develop

an improved gesture interface to provide access to

such camera functions.

7. Conclusions

This paper presented a novel vision-based head

gesture interface for controlling a camera that can

help users to take self-portraits effectively and effi-

ciently. The user can perform intuitive nodding and

head shaking gestures to control the camera zooming

in/out. The user can also perform a mouth-opening

gesture to trigger the camera shutter to take a pic-

ture. Based on the results of a user study, we con-

cluded that the proposed gesture interface has a high

degree of usability (effectiveness, efficiency, and satis-

faction). In addition, the proposed gesture interface

is useful than a handheld remote control, particularly

than touch interface. Hence, this proposed gesture

interface is a promising concept for the future devel-

opment of self-portrait cameras.
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