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Figure 1: We propose a hand gesture interactionmethod using a low-resolution infrared image sensor worn on the inner wrist
(a) and implemented a prototype of the sensing device (b). The user performed the “#1” pose (c, left). Then the image sensor
collected an image of dimensions 8 × 8 pixels (c, right). (d) Our implemented map application, which was controlled by our
prototype. The user interacted with the application based on static and dynamic gestures, and the relative positions of both
hands.

ABSTRACT
Wepropose a hand gesture interactionmethod using a low-resolution
infrared image sensor worn on the inner wrist. We attach the sen-
sor to the strap of a wrist-worn device, on the palmar side, and
applymachine-learning techniques to recognize the gesturesmade
by the opposite hand. As the sensor is placed on the inner wrist, the
user can naturally control its direction to reduce privacy invasion.
Our method can recognize four types of hand gestures: static hand
poses, dynamic hand gestures, finger motion, and the relative hand
position.We developed a prototype that does not invade surround-
ing people’s privacy using an 8 × 8 low-resolution infrared image
sensor. Then we conducted experiments to validate our prototype,
and our results imply that the low-resolution sensor has sufficient
capabilities for recognizing a rich array of hand gestures. In this
paper, we introduce an implementation of a mapping application
that can be controlled by our specified hand gestures, including
gestures that use both hands.

CCS CONCEPTS
• Human-centered computing→ Gestural input.
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1 INTRODUCTION
Although wrist-worn devices (e.g., smartwatches, activity track-
ers) have sufficient computational power to incorporatemany func-
tions, the input methods for these devices are limited. They gen-
erally include a small touch screen, so they are usually operated
by touching the screen. However, such small touch screens are
prone to the fat finger problem [10]. To address this problem, re-
searchers have explored hand gesture recognition around the de-
vice [5–7, 15, 17–19]. Vision-based sensors are promising methods
for hand gesture recognition because they have the ability to rec-
ognize rich expressions, andmany approaches have been proposed
based on this idea [1, 5, 9, 11, 14, 19]. However, to avoid issues
such as the identification of nearby individuals, vision-based ap-
proaches require the user to guard against invading the privacy of
surrounding people.

In this paper, we propose hand gesture interactions using a low-
resolution infrared image sensor attached to the inner wrist. While
some researchers have attached sensors to the outer wrist [7, 19] or
inner wrist [5], we attach the sensor on the palmar side, as shown
in Figure 1a. A sensor on the palmar side can naturally capture the
opposite hand if the user’s hands are facing each other, and this
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enables the user to operate the device without hiding its screen.
Moreover, as we employ a low-resolution infrared image sensor,
our proposed method may enable the recognition of rich expres-
sions, which is an advantage of vision-based sensors, without in-
vading surrounding people’s privacy.

In our method, the sensor acquires image data (Figure 1c) for
recognizing the gestures of the opposite hand. We can recognize
four types of hand gesture: static hand poses, dynamic hand ges-
tures, finger motion, and the relative hand position. Although lim-
ited, we can also recognize the motion of the hand wearing the
sensor.

In this study, we designed interactions using the above gestures.
We developed a prototype implementation of our method using an
8 × 8 low-resolution infrared image sensor and evaluated the ac-
curacy of the hand gesture recognition achieved using the imple-
mented prototype. We introduce an application that is operated
by hand gestures, including the motion of the hand wearing the
sensor (Figure 1d).

2 RELATEDWORK
One of the general approaches of recognizing hand gestures is
vision-based [1, 5, 9, 11, 14, 19]. In the wearable environments, the
image sensors must be attached to the user’s body so that hand
gestures can be recognized.

Sensors located on the head are usedmainlywith head-mounted
displays (HMDs) [3, 8, 13]. The brainy hand device [12] attaches
an RGB camera and a laser projector to the ear. Pursuit Sensing
[2] uses a LeapMotion controller on a gimbal placed in front of the
chest. However, in these methods, images of surrounding people
may be unintentionally captured by the camera. Because our sen-
sor is mounted on the user’s inner wrist, its direction can easily
be changed. We further reduce privacy invasion by employing a
low-resolution infrared image sensor.

There have been many studies on attaching sensors to the wrist
to recognize hand gestures, and the orientation and position of at-
tachment depend on the recognition target. When the desire is to
recognize the finger of the hand the device is worn on, it is nec-
essary to install a wrist-worn camera or sensor face on the fin-
gertip [5, 9, 14, 19]. Conversely, if we want to track the finger of
the opposite hand, the camera or sensor should be attached verti-
cally to the outer wrist [6, 11]. Although the sensing area can be
changed by rotating the arm or changing the angle of the elbow
and wrist, cameras facing away from the body inevitably capture
the surroundings, including people nearby. Our approach reduces
this invasion of privacy because our sensor is directed towards the
user’s body. In addition, invasion of privacy is further reduced by
using a low-resolution infrared image sensor.

Infrared (IR) sensors can detect an object’s presence, and also
can acquire the distance to an object. Previous studies [4, 6, 16]
utilized them to implement small interface devices that sense the
movements of hands and fingers. We employed an 8 × 8 array of
infrared sensors to capture more detailed hand shapes while con-
sidering privacy concerns.

3 HAND GESTURE INTERACTION DESIGN
We designed four types of hand gesture: static hand poses, dy-
namic hand gestures, finger motion, and relative hand positions
(Figure 2). Figure 3 illustrates the available interactions using the
designed gestures.

a b c

Figure 2: Our method can recognize the movement of a fin-
ger (a) and estimate the distance between the sensor and the
opposite hand (b) or a table (c).

a b c

Figure 3: Examples of hand gesture interactions: a gestural
input (a), a handwritten note (b), and volume changing (c).

3.1 Static Hand Poses
A static hand pose is one in which the shape of the hand is fixed, as
shown in Figure 4. Our pose set consists of seven static hand poses.
The numbers indicate the number of raised fingers, “#0” indicates
that the palm is rounded into a circle, and “Fist” is a fist.

We can use these hand poses to input numbers. For example,
the user can use them to select a person’s telephone number in a
directory (Figure 3a).

3.2 Dynamic Hand Gestures
Dynamic hand gestures are gestures in which the hand moves, as
shown in Figure 4. Our gesture set consists of seven such gestures.
“Hold Hand” is the action of raising all fingers, with the palm fac-
ing the sensor. “Push” is the action of moving the palm closer to
the sensor. “Phone Call” is the action of turning the wrist little by
little with the thumb and little finger raised. The other gestures
are: moving the hand up, down, left, and right within the sensing
area with the index and middle fingers raised.

These gestures can be used to execute commands. For exam-
ple, hand swipe gestures can be used for screen transitions. “Push”
makes a selection, and the “Call” gesture activates the telephone
mode (Figure 3a). This application is less likely to result in user
error than is trying to touch adjacent buttons on a small screen.
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Hold Hand Swipe Upward Swipe Downward Swipe Right Swipe LeftPhone CallPush#0 #3 #4 #5 Fist#2#1
Static Hand Pose Set Dynamic Hand Gesture Set

Hold Hand Swipe Upward Swipe Downward Swipe Right Swipe LeftPhone CallPush#0 #3 #4 #5 Fist#2#1
Static Hand Pose Set Dynamic Hand Gesture Set

Figure 4: Our two gesture sets: Static hand pose set and dynamic hand gesture set.

3.3 Finger Motion
In our application, finger motion is the continuous movement of
the index finger in the sensing area (Figure 2a). Our method con-
tinuously tracks the position of the index fingertip as input. Users
can move their index fingers freely in mid-air, or more steadily on
the tabletop.

We can use these hand gestures for continuous input, such as
handwriting or moving the cursor. For example, the index finger
can freely operate the cursor on the screen and use handwriting
applications on wearable devices (Figure 3b). As the sensing area
is larger than the touch screen of a smartwatch, a user may use
handwriting applications anywhere and at any time.

3.4 Relative Position of the Hand
As the input obtained from an infrared sensor is based on the dis-
tance between the target object and the sensor, such as a depth
sensor, our method can recognize the distance between the oppo-
site hand and the sensor (Figure 2b). Moreover, our method can
recognize the distance between the sensor and a flat surface, such
as a desk or wall (Figure 2c). In other words, we can realize in-
teractions between the hand on which the sensor is worn and the
opposite hand.

We can use this hand gesture to adjust analog values, such as
zooming in or out. For example, volume can be adjusted based
on the distance from the sensor to the opposite hand (Figure 3c).
Moreover, the distance between the sensor and a flat surface can
be used to control screen brightness. Some applications require the
user to make small adjustments to analog values or to operate an-
other control device, and when our method is used the user can
achieve these functions without having to perform any difficult
operations.

4 IMPLEMENTATION AND EVALUATION
We now explain howwe implemented the sensing device. Then we
describe the machine-learning models used to recognize gestures,
and outline the experimental results obtained from each model.
The purpose of these experiments was to demonstrate the feasi-
bility of hand gesture recognition using our sensing device and
machine-learningmodels. All experimentswere conducted indoors
under bright fluorescent light.

4.1 Sensing Device
We use an M5StickC1 as the wrist-worn microcontroller, and an
AMG88332 as the low-resolution infrared image sensor. TheM5StickC
is connected to the AMG8833 through I2C communication. The
AMG8833 is controlled by the M5StickC, and 64 pixels (8 × 8; one
frame) are transmitted to an Android smartphone or laptop com-
puter via Bluetooth serial communication. The AMG8833 is set up
to acquire image data at a frequency of 10Hz to ensure stable and
accurate acquisition. The user wears this sensing device such that
the sensor is attached to the inner wrist (Figure 1a).

On a laptop computer, the collected image data are received by a
microcontroller. Then the images are normalized so that the value
for each pixel is in the range 0.0 to 1.0 before being passed to clas-
sifiers. All classifiers were constructed based on machine-learning
techniques and their hyperparameters were optimized by a grid
search using cross-validation.

4.2 Static Hand Pose Recognition
The static hand pose classifier classifies the hand pose in each nor-
malized frame. This classifier is based on a random forest classifier
and was developed in Python.

We conducted an experiment to evaluate the accuracy of the
static hand pose classifier. Five right-handed male volunteers (P1–
P5; mean age=22.2 years) participated in this experiment. The par-
ticipantswore the sensing device on thewrist of their non-dominant
hand and performed each specific hand pose for 30 s, in the order
shown in Figure 4. This sequence was treated as one session, and
each participant completed five sessions in total. The participants
took the device off between sessions. This resulted in 52,500 frames
of images.

To evaluate this classifier, we first randomly assigned the col-
lected images to training and test sets, at a ratio of 8:2, then we cal-
culated the within-session classification accuracy. Second, we ran a
leave-one-session-out cross-validation procedure for each user. Fi-
nally, we ran a leave-one-user-out cross-validation procedure for
each of our participants. The results are summarized in Table 1.

The results confirm the feasibility of static hand pose recogni-
tion with our prototype, particularly within each user. Even across
users, some poses (e.g., “#0”, “#1”) were recognized with more than
90% accuracy. The results of our preliminary evaluation implied
that our classifier could be improved using data augmentation.

1https://m5stack.com/collections/m5-core/products/stick-c
2https://industrial.panasonic.com/jp/products/sensors/built-in-sensors/grid-eye

https://m5stack.com/collections/m5-core/products/stick-c
https://industrial.panasonic.com/jp/products/sensors/built-in-sensors/grid-eye


AVI ’20, September 28-October 2, 2020, Salerno, Italy Y. Yamato, et al.

Table 1: The static hand poses and dynamic hand gesture
recognition accuracies, measured using our validation ex-
periments.

Validation Pose Gesture

within-session 99.61% (SD = 0.52) 95.57% (SD = 1.95)
leave-one-session-out 72.57% (SD = 4.21) 75.39% (SD = 7.33)
leave-one-user-out 64.69% (SD = 14.29) 51.21% (SD = 4.76)

4.3 Dynamic Hand Gesture Recognition
The dynamic hand gesture classifier classifies the hand gesture
shown in each normalized sample. This classifier is implemented
as a random forest classifier. For the classification of dynamic hand
gestures, the data for one sample consist of 20 frames and are con-
verted into 1 × 1, 280.

For real-time classification, we constructed a hand detector to
detect the beginning of a hand gesture. The hand detector deter-
mines whether a hand is present during each frame. To achieve
real-time classification, we employ a sliding window algorithm.
The window has 20 frames and shifts for each frame. The first
frame of the window is determined by the hand detector, and the
classifier acquires the next 20 frames (one sample) after the initial
frame.

We conducted an experiment to evaluate the accuracy of dy-
namic hand gesture recognition. The participants, experimental
environment, and experimental procedure were the same as those
in the static hand pose experiments, and we used the dynamic ges-
ture set shown in Figure 4. The participants performed each spe-
cific hand gesture for 5 s × 10 times, and completed three sessions.
Hence, we obtained 52,500 frames in total.

We evaluated this classifier, and the results are shown in Table 1.
The results confirm the feasibility of dynamic hand gesture recog-
nition with our prototype, particularly within each user. As in the
case of the static pose set, some gestures (e.g., “Fist”, “Phone Call”)
were recognized with high accuracy (≥ 90%).

4.4 Finger Motion Recognition
We constructed two regression analyzers to track finger motion.
One analyzer tracks the movement of the finger along the X-axis
of the captured image, and the other tracks motion along the Y-
axis. The regression analyzers are implemented using random for-
est regressors. Both analyzers estimate the position of the index
fingertip (Figure 1c). The regression analyzers output the position
of the index fingertip for each normalized frame (=64).

In the evaluation experiment, the sensor was placed 10 cm away
from the table, and a piece of graph paper (11 cm × 11 cm) was
placed within the acquisition range of the sensor. The participant
placed his fingertip at the intersection of the graph paper, and 25
frames were collected at each intersection. In total, 2500 frames
were acquired.We randomly assigned the acquired frames to train-
ing and test sets, at a ratio of 8:2. We achieved an accuracy of 0.15
cm. This confirms the feasibility of using our fingertip tracking
method, based on data from a low-resolution image sensor.

4.5 Relative Position of the Hand Recognition
We also constructed a regression analyzer to estimate the distance
between the sensor and the hand or a flat surface. The regression
analyzer was implemented using a random forest regressor. This
analyzer recognizes the finger position for each normalized frame
(=64).

We conducted an experiment to evaluate the accuracy of the
regressor that estimates the distance between the hand and the
sensor. The distance between the sensor and the hand was held at
0 cm, 5 cm, 10 cm, 15 cm, 20 cm, 30 cm, 40 cm with the hand open,
and at each distance we collected 30 frames of data, 210 frames in
total. We evaluated the results in the same manner as the finger
motion experiment, and achieved an accuracy of 2.05 cm. Hence,
this classifier is sufficiently accurate.

5 APPLICATIONS

Zoom Out

Zoom In Small Shift

Big Shift
Initial State

a

b

c

d

e

Figure 5: A map application. The user can zoom in and out
using the “Fist” and “Open” poses, respectively, and shift the
map with a swiping gesture. The user can change the shift-
ing distance based on the position of the worn hand.

We implemented a map application as an example of how our
hand gesture interactions could be used. The user moved the map
by making left or right finger swipe gestures and zoomed in or
out using the “Fist” and “Open” gestures. They can also control
the scale of the map by changing the height of the hand wearing
the prototype. That is, lowering the hand decreased the scale, and
moving it upwards increased the scale (Figure 5). This application
confirmed that our method enables interactions that utilize both
the worn hand and the opposite hand, using a single device worn
on one hand. This will be useful for designing interfaces for com-
mand execution by mobile devices that require both discrete and
continuous value input.

6 CONCLUSION
We propose a hand gesture interactionmethod on a low-resolution
infrared image sensor attached to the innerwrist. The low-resolution
sensor on the inner wrist enables natural hand gesture recogni-
tion, without invading the privacy of surrounding people. To con-
firm the feasibility of the proposedmethod, we designed four types
of hand gesture: static hand poses, dynamic hand gestures, finger
motion, and relative hand position. Then we implemented a proto-
type and conducted validation experiments. The results of our ex-
periments confirm that our infrared image sensor potentially has
sufficient resolution to recognize a rich array of hand expressions
while avoiding privacy invasion.
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