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Abstract. We show a data and commands arrangement design on mobile touch-
screen devices. In this design, a user can arrange any data, such as text and Web
pages, at the bezel of the touchscreen by using a simple crossing gesture across
the bezel. Our design has three main merits: data can be arranged while the small
display area on mobile environment is kept open; the user can continuously exe-
cute multiple commands with the user’s minimal visual attention; and memoriz-
ing the locations of the data is made easier by utilizing the user’s spatial memory.
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Fig. 1: In the case of the proposed design, the user uses a double-crossing gesture,
named a “bezel check,” which is performed across the bezel of a touchscreen device,
just like drawing a check mark. The yellow arrow indicates a swipe movement on the
touchscreen and its bezels. (Left) When the user copies the selected text by a bezel
check, (Center) the copied datum is stored in a virtual clipboard placed at the bezel
where the gesture was given. The virtual clipboard then appears as a semi-translucent
green rectangle. (Right) The user can use (e.g., paste or Web search) a copied datum by
using a marking menu displayed by swiping from the bezel to the corresponding virtual
clipboard.

1 Introduction

Many designs of user interfaces enabling a user to arrange thumbnails of documents
spatially in a manner that allows many documents held on computers to be managed,
called data arrangement designs, have been explored. Prominent examples of such de-
signs are DataMountain [1] and BumpTop [2]. A great advantage of such data-arrangement
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designs is that they allow the user to organize the documents by utilizing his or her spa-
tial memory, thereby enabling the user to group related documents. While the efficacy
of such designs in environments in which a large amount of screen real estate is avail-
able, such as desktop environments [1–3] and multiple displays environment [4,5], was
demonstrated, data-arrangement designs in mobile environments in which the amount
of screen real estate is limited are still open.

In this paper, we show a data arrangement design on mobile touchscreen devices.
In the case of this design, a user can arrange any data, such as texts and Web pages, at
the bezels of a touchscreen by using a simple double-crossing gesture across the bezels,
named bezel check. After the user performs the bezel check, the system generates a
virtual clipboard to store the datum, which is determined by the context. If the user
wants to use a datum in a virtual clipboard, he or she selects an intended command
from a marking menu, whose items depend on the context, displayed by swiping from
the bezel to the corresponding virtual clipboard.

Moreover, the user can also arrange commands such as text search at a bezel in
the same way as the above-described data arrangement. To do this arrangement, a user
firstly selects a command by using an ordinary method (e.g., select a “search” command
from a menu bar of a text editor) and then performs a bezel check. After that, a virtual
clipboard is generated, which serves as a shortcut to the command. Thereafter, the user
can execute the command arranged at the bezel by swiping from the bezel. If the com-
mand needs an argument such as a text, the user firstly selects the text to be an argument
of an intended command. The user then drags it to the bezel where the command was
arranged and performs a double-crossing across the bezel.

In the proposed design, data and commands are arranged in physical space on a
touchscreen; the design is thus helpful for memorizing the places storing the data and
commands because it utilizes a user’s spatial memory while keeping the small display
area of a mobile touchscreen open. Moreover, the user can execute command(s) re-
peatedly and continuously with the user’s minimal visual attention because a command
arranged at the bezel is executed by a simple crossing gesture, which promotes the fluid
composition of commands [6], and is easier than a pointing to select a target [7].

2 Related Work

Many data-arrangement designs have been proposed [1–3,5,8,9]. The “pile metaphor,”
a pioneering one of these designs, was proposed more than a few decades ago [3], and
since then it has been applied to various uses (e.g., organizing files on a 3D desktop [2],
organizing physical and digital documents on tabletops [9], and even organizing small
displays showing digital documents [5]). Data Mountain [1], which allows a user to
arrange digital documents at arbitrary positions on an inclined plane in a 3D desktop
environment by using a simple 2D interaction technique. They showed that the spatial
layout created by Data Mountain can utilize users’ spatial memory. While the proposed
design also adopts a spatial layout, it is different from the above-mentioned designs;
namely, data and even commands are arranged only at bezels on a touchscreen. Thus,
placing data and commands does not consume real estate of touchscreens, and it keeps
the small display area of mobile touchscreen devices open.
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Many bezel gestures have been proposed [10–13] and used [14–16]. Bragdon et
al. found that bezel-initiated gestures were the fastest and the most preferred gestures
in a mobile environment [17]. Serrano et al. proposed Bezel-Tap Gestures [12], which
allows a user to immediately execute a command on a handheld tablet device regard-
less of whether the device is alive or in sleep mode. Roth et al. showed that a bezel-
initiated swipe supports multiple selections, cut, copy, paste, and other operations with-
out conflicting with pre-defined multi-touch gestures such as zooming, panning, and
tapping [13]. Wagner et al. proposed a design space called BiTouch [18], which in-
troduces support commands in a kinematic chain model for interacting with handheld
tablet devices (including their bezels). In contrast, the design proposed in the current
work uses bezel gestures to arrange data and apply commands to data. This design
makes it possible to design bezel gestures that allow a user to arrange data spatially and
to execute commands with the user’s minimal visual attention.

Many researchers have explored crossing gestures on the touchscreen environment
and revealed its efficacy [7, 13, 19–21]. Moreover, many crossing-based interaction
techniques, such as Control Menu [22], FlowMenu [23], and CrossY [24], and Bezel
Swipe [13], have been proposed. These crossing-based gestures and techniques allow
the user to execute multiple commands continuously. In the case of the proposed design,
the user also uses crossing gestures to execute multiple commands continuously.

3 A Design for Arranging Data and Commands

3.1 Arranging Data and Commands

In the proposed design, a user performs a double crossing gesture [25] across a bezel
of a touchscreen, which is our own bezel-initiated gesture we named a bezel check.
This gesture is designed to allow the user to arrange data and commands spatially with
the destination being indicated by the simple gesture. First, the user selects a datum or
a command by using an ordinary method (e.g., a long tap to select a text and select a
“search” command in a menu bar). Next, the user performs a bezel check: swiping from
the bezel across part of the display edge into the interior of the screen and returning the
finger to the outside of the screen, just like drawing a check mark (Fig. 1 left). Then, the
system generates a virtual clipboard (a semi-translucent green rectangle in the center of
Fig. 1) at the bezel where the bezel check is completed, and it stores the selected datum
or command in the virtual clipboard.

3.2 Using the Arranged Data and Commands

To use the datum in the virtual clipboard, the user begins with activating an application
that uses the datum. The user then selects a command in the marking menu, whose
items depend on the activated application, displayed by swiping from the bezel to the
corresponding virtual clipboard (Fig. 1 right).

A command in the virtual clipboard can be executed in two ways. The first way is
for the user to swipe from the bezel to the corresponding virtual clipboard to execute a
command with no argument. In this case, the user selects the command in the marking
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menu displayed near the virtual clipboard. The second way is used when the user wants
to give an argument to a command. For example, if the user wants to search a text in an
Web page, the user firstly selects the text in the page (Fig. 2 left) or in another virtual
clipboard by a gesture called “holding,” which will be described later (Fig. 3). Next,
the user drags the selected text to the virtual clipboard storing the searching command
and performs a double crossing across the clipboard as shown in the center of Fig. 2.
The search command is then executed with the selected text. The user also executes the
command repeatedly by repeating bezel crossings in a manner just like drawing circles
(Fig. 2 right).

Fig. 2: Executing a search command with an argument. (Left) Selecting a text. (Center)
Dragging the selected text to the virtual clipboard that stores a searching command
and performing a double crossing across the clipboard from the interior of the screen.
(Right) Executing the command repeatedly by repeating bezel crossings in a manner
just like drawing circles.

3.3 Organizing Virtual Clipboards

Users can organize virtual clipboards by moving, integrating, and deleting them.
Moving. A user can move a virtual clipboard to any part of a bezel of the screen. To

do this, the user first “holds” the clipboard by swiping from the bezel to the clipboard
and then tapping the clipboard with another finger (Fig. 3). Next, the user moves the
clipboard by dragging it to the free parts of the bezels (i.e., parts of the bezels where
no virtual clipboard is placed) using a finger. This procedure allows the user to easily
edit positional relations among virtual clipboards. For example, the user can arrange the
data in chronological order.

Integrating. The user can integrate a virtual clipboard into another one. When the
user moves the clipboard to another one, the stored data in the two clipboards are stored
in the destination clipboard of dragging (Fig. 5). In addition, if the user touches a clip-
board that holds multiple data, the hierarchy of the data is expanded (left of Fig. 6). To
use an object in the hierarchy, the user selects the object by swiping from the bezel to
the object. This procedure allows the user to easily group many data, such as login data
and mail addresses, into categories.

Deleting. The user can delete a virtual clipboard by moving it to a trash can dis-
played at the center of the screen. The trash can appears there when the user holds a
virtual clipboard.
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Fig. 3: Holding a virtual clipboard by swiping from the bezel to the clipboard and then
tapping the clipboard with another finger.

Fig. 4: If the user drags a virtual clipboard to a free space of a bezel, the clipboard moves
there.

Fig. 5: If the user drags the clipboard containing A to the clipboard containing B, the
two clipboards are integrated to have two contents, A and B.
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3.4 Merits

The proposed design allows the user to use the bezel of a touchscreen to arrange data
and commands. It thereby leads to the following three merits.

Keeping the display area open. The user can store data and commands while keep-
ing the (small) display area of a mobile touchscreen device open, because the proposed
design only uses the bezel of a touchscreen. In addition, the marking menus displayed
by a single swipe from the bezel are a kind of bezel menus, which enable interaction
with a mobile touchscreen with the user’s minimal visual attention and thus solve the
occlusion problem [26].

Executing multiple commands continuously. The user can continuously execute mul-
tiple commands because the execution requires only simple crossing gestures, which
promote fluid composition of commands [6] in the same manner as reported in [23, 24,
27]. Moreover, the user can execute a command repeatedly by performing a bezel check
continuously across the virtual clipboard that stores the command, just like drawing cir-
cles on the bezel (Fig. 2 right).

Mapping data to place. The user can arrange data and commands spatially. For
example, the user can arrange placed data in the order of priority or chronologically.
This spatial layout of data might be helpful in memorizing the data’s places by utilizing
the user’s spatial memory [1, 3, 4].

Fig. 6: (Left) Expanding the multi-objects-clipboard by swiping. (Right) Selecting the
content.

4 Prototype Applications and their Use Cases

A prototype of the proposed design was developed as a system daemon running on a
Dell 10.1-inch Windows 8 mobile touchscreen device. The daemon continuously mon-
itors the active application, since the marking menu (displayed by swiping from the
bezel) and the command executed when a user performs a bezel check depend on the
active application, as shown in Table 1. These applications and their use cases are de-
scribed in the following sections.
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4.1 Data Arrangement

As for the prototype design, texts and Web pages can be the data to be stored at bezels.
As a result, the user can use the bezel as a multiple clipboard or bookmark bar. A use
case of such a data arrangement is described as follows. If the user wants to place a text
at a bezel, he or she firstly selects the text and performs a bezel check. Then, the daemon
generates a virtual clipboard where the bezel check is performed and copies the text to it.
After that, if the user performs a swipe from the bezel across the virtual clipboard when
the text editor is active, the daemon displays the “paste” and “text search” command
in the marking menu, as shown in Fig. 7. Another use case is that if the user performs
a bezel check when an Web browser is active, the opened URL is bookmarked at the
virtual clipboard.

Table 1: Commands displayed in the marking menu at the time each application is
active.

Application On a bezel check Commands
Text editor Copy Paste / Text Search
Web browser Copy / Bookmark Paste / URL open

Web search / Text search

PDF viewer Copy Text search

Fig. 7: Using a virtual clipboard with a text editor. (Left) Copying a text. (Right) Display
a marking menu at the virtual clipboard.

4.2 Commands Arrangement

We implemented some arrangeable commands, namely, searching, changing volume,
and page transition. Use cases of arranging commands by using a search command
are described as follows. When an Web browser or a text editor is activated and the
user executes a bezel check, the virtual clipboard that contains the search command is
generated at the bezel where the bezel check is completed. If the user performs a swipe
from the bezel and a crossing across the virtual clipboard when an application such as a
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text editor or an Web browser is activated, the daemon displays the “search” command
in the marking menu. After the user selects the command, the daemon activates the
search command, just like executing a keyboard shortcut Ctrl + F. Then, the user can
execute the search by typing a search word or pasting a copied word.

The user can also execute such commands with an argument. For example, if a user
selects a text in a text editor and drags it to a virtual clipboard storing a search com-
mand, and then performs a double-crossing across the clipboard, the user can execute
the search command with the selected text as the argument, as shown in the center of
Fig. 2. Moreover, in this case, the user can find occurrences of the text one by one (i.e.,
incrementally search the text) by executing the search command repeatedly by double
crossing the bezel repeatedly, as shown in Fig. 2 right.

In addition, we have also developed a drawing tool similar to CrossY [24] which
provides the user with our design. This tool revealed that the continuous execution of
commands is especially useful. For example, after selecting a drawing object, the user
can continuously execute the commands “changing line width,” “changing line color,”
and “swap to the top layer” with only one stroke gesture. Moreover, the commands
can be combined into one virtual clipboard by integrating multiple clipboards, each
of which stores a command as described in the section “Organizing the Virtual Clip-
boards.” The user can thus define a complicated command with two or more processes
such as “Increase the line width while changing the line color of an argument object to
red.”

Fig. 8: A drawing tool which provides the user with our design.
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5 Implementation

The prototype system daemon was implemented as a separate program from the appli-
cations for providing application-independent services.

To detect double-crossing gestures across the bezel and swipes from the bezel,
touch-sensitive transparent windows were placed near the four edges of the bezels, as
shown in Fig. 9 left.

Fig. 9: (Left) Four touch-sensitive transparent windows (gray). (Right) Send data to an
active application.

The daemon monitors an active application to transmit the data from it. The trans-
mission process is illustrated on the right of Fig. 9. To transmit the data between an
active application and the virtual clipboard, the daemon sends key events and uses the
system-wide clipboard provided by the operating system as a relay point. For example,
when the user activates a text editor and performs a bezel check, the daemon sends
a Ctrl + C key event in order to copy the selected text to the system-wide clipboard.
The daemon then retrieves the copied data from the clipboard. When the user selects a
command in the marking menu displayed by swiping from the bezel, the daemon also
sends the data contained in the virtual clipboard to the system-wide clipboard, and then
it sends appropriate shortcut-key events on the active application (e.g., send Ctrl + V to
paste).

6 Conclusion and Future Work

We show a data and commands arrangement design of mobile touchscreen devices. The
design uses virtual clipboards, which are laid out along the bezel of the touchscreen
(so they help in memorizing the contents by utilizing the user’s spatial memory) and
are generated by a simple crossing gesture across the bezels, bezel check. The data and
commands are arranged at the bezel, so the display area of a mobile touchscreen is kept
open. Moreover, users can execute command(s) repeatedly and continuously because a
command displayed at the bezel is executed by a crossing gesture.
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For future work, we will evaluate our design in terms of the effects of the spatial
layout of the proposed design on the user’s cognitive processing [1, 3, 4].
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