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Abstract

This study focuses on the interaction of target acquisition in augmented space. In
the augmented space, there will be more and more devices, and all the devices will be
interactive. For having the interaction with a device, obviously the users need to access the
devices first. The target acquisition means the processes of accessing to a device, and this
study seeks the ways of enabling promising means of the easier accessing.

Generally this target acquisition requires some physical movement (i.e., holding a remote
controller or approaching a physical device). To remove such physical movements, this study
proposes an always available interface, which is called the palm display and given by the
infrastructure in the space. Consequently, users do not need to move to access a device,
because users can interact with a device using the interface on palm (i.e., the palm display).

There have been several studies to provide such always available interfaces on body.
However, there has been no work to enable an always available interface on the palm using
the infrastructure and also supporting direct manipulation metaphor, which is generally
used in common mobile devices. The palm display enabled it and a prototype is developed.
A controlled user experiment was conducted and it confirmed that the palm display can be
usable for applications with simple layout.

When having such always available interface on the hand, another aspect we should
investigate is the selection: connecting to a target device (i.e, establishing connections
between the mobile interfaces and target devices). In the augmented space basically all
objects are interactive, which means there are numerous selectable objects. Therefore, a
decent selection technique is necessary.

There are many techniques for this selection purpose. Among existing selection tech-
niques, pointing gestures and live video based techniques are representatives. However, both
techniques can face problems. In pointing gesture, it can face occlusion problem when there
are some physical barriers between users and target devices. In live video based technique,
it can be problematic when there are too many selectable objects, which is the feature of
the augmented space. In this situation, it requires precise pointing.

For addressing aforementioned problems, this study proposes to use a steerable camera
on the ceiling. When such camera is installed at the middle of the ceiling, it can provide a
view to users through mobile camera, and this view can be used for both pointing gesture or

live video based techniques respectively for addressing the problems. For pointing gesture,
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this view can be used as a complementary view when the occlusion occurs. For live video,
this view can work as a naturally magnified view.

With the aforementioned considerations, two techniques were designed and they are
called Point-Tap and Tap-Tap respectively. Also their benefits are discussed by comparing
with existing techniques.

A controlled user experiment was conducted with two techniques and it found the
significant effect of the users’ familiarity with the space. The feature of proposed two
techniques (i.e., Point-Tap and Tap-Tap) is that users should refer a location to make a
selection. According to the theory of spatial cognition, there are two representations that
humans memorize a location, which are egocentric and allocentric respectively. And, users
can have the allocentric representation more after they become more familiar with the space,
and the allocentric representation is deeply related to Tap-Tap.

Therefore, we could build a hypothesis: the users who are familiar with the space
will use the Tap-Tap more efficiently. To confirm the hypothesis, a user experiment was
designed and conducted. The result of the experiment found that the familiarity with the
space has significant effect on Tap-Tap; the hypothesis was validated. With the result of
the experiment and implications, this study proposes a guideline for selection techniques in
the augmented space.

In summary, an always available interface (i.e., the palm display) in the space enabled
users to access the interaction with any devices without physical burden. And, proposed
two selection techniques could enable users to establish the connection between a mobile
interface and a target device. The experiment with two techniques found a significant
effect of the familiarity and suggested to consider it. Those findings and development of
new interaction technology, technique, and their evaluation will contribute to improve the

usability of target acquisition related interactions in the augmented space.
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Chapter 1

Introduction

The indoor space we are living now will become an interactive computer. Numerous
studies share this expectation and have tried to prototype it [1][2][3]. In this environment,
there will be lots of real and virtual devices and all of them will be interactive.

Working with such numerous devices obviously will bring many research concerns.
Among numerous research subjects around it, this study focuses on in particular target
acquisition related interaction. In this chapter, the detailed motivation of this study is

described by clarifying the augmented space, the interaction, and the target acquisition.

1.1 Motivation

The augmented space in this study specifically means a space with many projectors
and cameras, and Figure 1.1 illustrates an example. As shown in here there are many
cameras and projectors, and all of objects are connected through the network; all objects
can communicate with each other. This is the specific augmented space this study assumes.

With advancement of technology now we can recognize an object through image pro-
cessing [4][5], the camera can work as a sensor to recognize objects. Therefore the projector
is able to draw images onto the objects accordingly, and this is called the augmentation.

The augmentation enables the system to recognize an object and show some graphically
generated visual contents onto the object; the augmentation can be considered a method
of converting normal objects (i.e., non-interactive) to digital devices ( i.e., interactive ) by

adding graphical content [6].
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Figure 1.1: Illustration of augmented space.

In this environment (i.e., the augmented space), all real and virtual (i.e., augmented)
devices are interactive; there are much more interactive devices than current environment.
This study assumes the aforementioned augmented space and focuses on the interaction.

In the next section the motivation of the interaction is clarified.

1.1.1 Interaction in Augmented Space

Before explaining the interaction in the augmented space, first the necessity of the
interaction in future computing environment (i.e., the augmented space or ubiquitous en-
vironment) is described.

The augmentation can be considered a method of enabling ubiquitous environment,
which is envisioned by Mark Weiser [7]. A basic assumption of his envision is all objects in
the space become digital devices, which implies that they are under the control of computers.
The ultimate goal of this ubiquitous environment is to have all of devices in the space work
automatically with respect to the context so that the users do not need to interact with
any devices potentially. This nice concept should be achieved and there are many studies
aiming to enable it.

Indeed, if such context awareness mechanism becomes perfect in the augmented space,

the interaction itself can be unnecessary. However, it is true that there is still long way to go
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for achieving the perfect context awareness. And, even though the context awareness system
is perfect, several researches pointed out that the users can become frustrated when they do
not understand the internal mechanism of context recognition fully [8][9]. Those arguments
imply that the interaction will be necessary even in the ubiquitous environment. Therefore
the researches around the interaction in the augmented space should be investigated.

Indeed there are two types of interaction in the ubiquitous spaces (i.e., augmented
space), and those are implicit and explicit interactions [10][11]. Explicit interaction includes
most of common interaction in this era. For example, working with mice or keyboards for
common laptops is obviously explicit interaction. In this case the system does not sense
any implicit context; it just works as programmed.

Implicit interaction is relatively new. It tries to sense related context as possible and
the given context is used as a consideration for future interaction. For example, if there is a
less urgent notification messages (e.g., email / phone calling), it can adjust the notification
timing by sensing the context (e.g., delayed notification when the user is at an important
meeting) [12].

Therefore, such implicit interaction may remove the necessity of some interactions. For
example, when there is an integrated controller for all devices on the user’s hand, the
controller may establish the connection with a device automatically by analyzing the user’s
heading direction or by referring to eye gaze (e.g., the user is heading to a television and his
eye is also seeing it). Then, the manual selection (i.e., the establishment of the connection
between the television and the integrated controller) is not necessary. However, again it
is true that this implicit interaction requires relatively accurate context awareness. Again,
this is still long way to go, and the applicable area (i.e., the area of gathering accurate
context) is limited. Therefore, we expect that the explicit interaction will exist in the
future ubiquitous spaces continuously.

The target acquisition is the subject of this study and it is a necessary step for most
of explicit interactions. In the next section, the motivation of the target acquisition is

described.

1.1.2 Target Acquisition

This study focuses on the interaction and it studies in particular on the target acquisi-

tion. Figure 1.2 shows the general flow of interactions. Generally the users need to acquire
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Figure 1.2: General flow of the interaction.

(access) a target device before manipulating it [13]. For example, if a user wants to change a
television’s channel (i.e., manipulation), he or she first needs to access its remote controller
or channel control button (i.e., target acquisition).

This target acquisition is discussed in numerous studies in various domains [14][15][16]
[17]. Among them, a definition of the terminology selection in the virtual reality study well-
represents the target acquisition in the augmented space. Zhai et al. defined the selection as
the task of acquiring or identifying a particular object from the entire set of objects available
[18].

This target acquisition can be found in traditional interaction scenarios, and a remote
controller can be an example. If a user wants to control a television using its remote
controller, the user first needs to have the remote controller on the hand. Generally it
requires some physical movement of finding or holding the controller. If the device does not
support the remote controller (e.g., washing machines or microwaves), users need to access
the machine by themselves; it also requires physical movement. Such physical movement of
accessing to a device is an example of the target acquisition.

This physical movement may become a severe problem in the augmented space. In
augmented space, basically all objects are interactive and there will be numerous devices;
it requires more frequent access to the objects and it causes more physical movement.
Therefore, a means of reducing such physical movement may improve the experience quality.
Hence a technology of enabling easily accessible means deserves to investigate.

Figure 1.3 shows decomposition of the target acquisition related interactions. As shown
in here there are two interactions with respect to the feature of augmented space: accessing
to a device and connecting to a device.

First, accessing to a device is related to physical movement for having a target device
itself. When reflecting the above example, having the remote controller for a television

corresponds to it. Indeed, it is required for most of explicit interactions. Connecting to
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Figure 1.4: The position of Target Acquisition in applications in augmented space.

a device is deeply related to the feature of the augmented space; all objects in the space

are connected and can communicate with each other. Therefore, if a user is holding a

mobile device on the hand basically the mobile device can be used for manipulating all

other device; indeed this is an integrated controller. However, before controlling a device

with the integrated controller, the connection between the controller and the device should

be established. This is the exact meaning of connecting to a device and it is deeply related

to the above definition of selection in virtual reality by Zhai et al. [18].
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1.1.3 Summary

Figure 1.4 shows the road map of the applications in the augmented space: non-
interactive applications and applications with implicit and explicit interaction. Indeed
non-interactive applications can be achieved through a perfect context awareness system.
However, there is still a long way for having them. Therefore, the interactive applications
will exist continuously. In interactive application, there will be implicit and explicit inter-
actions. The implicit interaction can provide convenient features however it also requires
the context, again which is still not easily achieved with current technology.

The explicit interaction must include two processes: target acquisition (i.e., Fig. 1.4(a))
and manipulation. This study focuses on the target acquisition. This target acquisition can
be decomposed as shown in Figure 1.3. This study deals with those two subjects: accessing
to a device and connecting to a device.

As a solution for those two subjects it suggests an always available interface, called
the palm display, and two selection techniques, called Point-Tap and Tap-Tap. And, it

evaluates two selection techniques. Chapter 2, 3, and 4 describe each subject in detail.

1.2 Thesis Statement

This study seeks to show that: In augmented space, there will be many devices,
and each of them will be interactive; users need to access such interactive
devices more frequently. The target acquisition is a necessary step to have
interaction with any devices; it must be improved through new technologies
and techniques. As a technology, an always available interface that is able to
connect to all devices in the space should be available and interaction techniques
for establishing connections between the interface and devices also must be
devised. Those interaction schemes will improve the user experience in the
augmented space and they can be validated scientifically by comparing with

existing work and through controlled user experiments.

1.3 Organization of Thesis

This thesis is organized as follows. In chapter 2, it introduces the palm display system,

which is an interaction technology for enabling an always available interface and related to
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accessing to a device. Chapter 3 introduces two selection techniques, which are designed
to overcome the limitation of common selection techniques and related to connecting to a
device. Chapter 4 describes the result of experiment for two proposed techniques. Finally

chapter 5 provides conclusions.
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Chapter 2

Visual Interface on Palm

2.1 Introduction

As mentioned in the introduction, to manipulate a device users need to access the device
first. Obviously physical movement to access a device may be required. The approach of
reducing such physical movement in this study is to provide an always available interface.
The always available interface means that users can access the interface without temporal
and spatial constraint in the space thus it removes the chances of occurring physical move-
ment. Indeed this is very obvious and easy solution to devise. However, its implementation
is not simple. Therefore technologies of enabling such always available interfaces deserve to

investigate and this chapter introduces a technology.

O

Figure 2.1: Skinput sensor prototype (a) and an example of real use (b).
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Indeed, many of existing work have focused on this concern and most of wearable
computers can be solutions for reducing such physical movement [19][20]. Figure 2.1 shows
an example [21]. Harrison et al. prototyped an armband type system, which includes analog
sound sensors and a micro projector (Fig. 2.1(a)). The band type system is attached around
the elbow of a user (Fig. 2.1(b)). As shown in Figure 2.1, the system shows the images
at around the forearm of the user, and it allows the touch interaction, which is commonly
used metaphor in mobile devices.

This wearable computer can be always available to users without spatial and temporal
limitations. However it imposes some burden, even very small, of wearing a device. A
method of removing such physical burden at indoor is the projected display [4][5][22]. For
example, Pinhanez installed a steerable projector on the ceiling of the space thus the pro-
jector could show images on common surfaces (e.g., walls) [23]. Therefore, it allows users
to have an always available interface at indoor. When considering only indoor scenarios,
projected display can be considered a promising technology to provide an always available
interface without the physical burden.

Indeed projected display can be considered a technology of drawing images on a surface.
For making the interface really always available, obviously an always available surface is
necessary (i.e., a canvas for drawing images). We can use common desks or walls as the
surfaces for this purpose. However, there is no guarantee that we can access such common
surface always (e.g., at the middle of a large hall). Among many surfaces around us an
easily accessible and really always available surface is the palm. Therefore if we can adapt
projected display related technology to the palm, it can be an always available interface for
indoor scenarios without any physical burden of holding devices. However, there has been
no work of enabling such technology.

With those motivations, this study focuses to enable an always interface on palm, which
should be necessarily interactive. The visual interface on the palm is designed with this con-
cept. Through following related work section, the motivations and the benefits of approach

of the palm display will be clarified.

2.2 Related Work

This related work section summarizes studies of projected displays, always available

interfaces, and their related interactions.



Chapter 2. Visual Interface on Palm 15

2.2.1 Projected display

As described in the above, the technology of enabling projected display is a key of the
palm display. Here first related studies of the projected display are reviewed.

Ashdown and Robinson designed a projected display system for desktop environment[24].
This system is composed of two projectors and a mirror. The first projector is installed on
the ceiling, which is a general setup for showing images on the desk. The second projector is
placed on the floor and the mirror on the ceiling reflects the light from the second projector
(i.e., it is similar with periscopes). Consequently, the projector on the floor could cover
whole range of desktop with relatively lower resolution and the projector on the ceiling
could show image relatively brightly and with higher resolution. A large-sized digitizer
that can cover whole desktop and an ultrasonic pen were used to support the interaction.

Molyneaux et al. designed a tangible interface using the projected display technology
[4]. They enabled real-time projection onto common objects, which are mobile, and they
called them the smart objects. The feature of this research is that they employed database
which contains the information of external shape of the smart objects. The smart objects
had common sensors inside so that they could detect simple events such as pick-up or
put-down. In their research [5], they showed new type of application (i.e., sensor attached
picture book). The applications in those studies showed the plausibility of the augmentation
not only for surfaces but also for common objects with various shapes.

The work by Miyahara et al. is one of the very beginning researches which exploited
mobile projected displays [25]. In this research they employed a common beam projector and
a mobile device. The system shows the same image of being displayed on the mobile device.
They attached infrared LED markers on the mobile device, and there was a computer that
exists externally but communicating with the mobile device, and it could detect the LED
markers; it could identify the mobile device. This computer also monitors the mobile device
using a stereo camera thus it is able to detect the three dimensional posture of the mobile
device. Currently, mobile projectors are commonly available, but they showed the plausible
application scenarios using mobile projectors when the mobile projectors were still not easily
available.

Seo et al. developed the useful interaction scheme in mobile projected display envi-
ronments [26]. They focused on the mobility of small projectors and designed interaction

schemes which can show large-sized image using limited-resolution display. Specifically, this
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system showed a selected portion of the image at the mobile device, which is similar to spot
light in darkness. They demonstrated two methods of navigating virtual space easily.

There are few studies that exploited the shadow for finger tracking with projected
displays [27][28]. Echtler et al. developed a multi-touch enabled tabletop system, and it
tracks the fingertip by the images which are taken from the back side of the display. They
used acrylic glass, and the glass reflects light more brightly when user’s finger pushes the
glass. Wilson developed somewhat different system and it used only shadow information
for tracking the finger and detecting the touch [28]. However, in their configuration, both
screen and projector were statically fixed. Thus, they could track the shadow of finger in
more stable way.

The projected display related studies can be categorized with respect to the configura-
tion of projectors (i.e., statically fixed [29][25][26] and dynamically movable [24][30][5][23][22]).
In the static configuration, user can be free from other attached device, because the pro-
jectors are installed in the space. On contrary, it is applicable for only indoor scenarios
whereas the mobile projector (i.e., dynamic configuration) can be applicable at both indoor

and outdoor scenarios.

2.2.2 Always Available Interfaces

The terminology always available interface was coined by Saponas et al., and indeed
originally it was always available input [31]. They suggested a muscle-computer interface,
which allows users to interact with devices using hand posture. And, the hand posture
was recognized by tracking the movement of muscle, which generates different signals with
respect to different postures.

When the size of tracking devices becomes small and the signal analysis technique is
being more sophisticated, it potentially become always available with the very small physical
burden. This is the envision of the always available interfaces using wearable computer
types. Another type for the always available interface is to exploit the infrastructure in the

space. Here, those two approaches are analyzed.

2.2.2.1 Wearable Computers

Interface obviously requires inputs and outputs. Most of wearable computers exploit

micro projector as the output means whereas various technologies exist for the input side.



Chapter 2. Visual Interface on Palm 17

Mistry et al. demonstrated a series of plausible interaction scenarios with wearable
computers [32]. The users in the scenarios wore a small web camera on the top of the head,
a micro projector on the neck, and color markers at the fingertips. Because there were color
markers on fingertips, the camera could track the fingertips easily and it could recognize
hand gestures. Also, the camera could recognize some objects using image processing
therefore the micro projector could show appropriate contents on the objects (i.e., the
information of a book on its cover).

Muscle-computer interface indeed supports only input side [31]. It focused on a feature
that human’s muscle around the forearm generates different signals with respect to the
hand posture. They attached sensors on elbow to track the signals; the sensors could
detect different signals from different postures. The identification of different signals was
accomplished through machine learning techniques [33].

Skinput took the similar approach but exploited different signals [21]. It attached ana-
log sound sensors (i.e., microphones) on a user’s elbow. When the user touched a point of
forearm, naturally it generates some sounds and the sounds can be detected by the micro-
phones. With respect to the touched position, it makes somewhat different sounds because
the propagation paths from the point to the microphone are different. Machine learning
techniques could distinguish such differences and they could demonstrate the system.

Ommnitouch provided almost similar feature of the aforementioned approaches but it
was implemented using shoulder-worn depth cameras [34]. As known as depth cameras
can gather three dimensional data and robust on different lighting conditions. Therefore it
could excellently track user’s palm and fingers. A micro projector, which is also installed
on the shoulder-worn package, could show some images on user’s palm or walls. Then, the
users could interact with the contents on a surface using hand gestures or touch metaphor.

The wearable computers indeed envision promising applications. Most of existing sys-
tems demonstrated the scenarios with common objects (augmented by micro projectors)
and physical objects. Also the applications can be enabled for indoor and outdoor scenar-
ios. When accuracy of data analysis techniques and the sensors become very small, it may

work as an always available interface.
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2.2.2.2 Infrastructure Dependent

When the physical size of sensors becomes and its capability is improved, the computers
may be attached on the body with extremely small burden. However, there is still long
way to go. An alternative is to exploit the infrastructure in the space. The projector is a
good candidate to add some visuals on a surface. Indeed, commonly available projectors
in these days are now reasonably bright and have enough resolution to provide the visuals
even though they are installed on the ceiling. If an image is given on a surface through this
way and users can interact with it, that is an always available interface without burden of
holding any devices, and this is the always available interface through the infrastructure
dependent way.

LightSpace by Wilson and Benko demonstrated an example of such implementation [35].
They constructed an experimental space and installed several depth cameras and projectors
in the space. They synchronized the depth cameras and projectors using retro-reflection
LEDs. Because depth cameras provide three dimensional data, they could manipulate a real
space like a virtual space. Therefore they could recognize users and objects (e.g., common
walls or tables) and could draw images on every surface including human body. In their
demonstration, users could pick up content on the surface and drop the content onto other
surfaces (i.e., physical metaphor).

Harrison et al. demonstrated the plausibility of this approach (i.e., using infrastructure)
thorough various interaction techniques [36]. They constructed an experimental space,
which is similar to LightSpace [35]. They envisioned scenarios in ubiquitous era (e.g.,
the space can identify and recognize all objects and users). Under such assumption, the
projectors could show appropriate contents on the forearm automatically. For example, if
a user finds a specific place the system shows an arrow of correct direction on the floor or
on the forearm. In their setup, cameras were installed on the ceiling also; it could track
the arm postures (e.g., folding arms or spreading arms). The users could interact with the

space using such arm postures.

2.2.2.3 Advantages and Disadvantages of Both Approaches

Introduced two approaches (i.e., wearable computers and infrastructure dependent types)
take different advantages and disadvantages respectively. Wearable computers can be ap-

plicable to both indoor and outdoor scenarios. Because users are always together with the
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devices, they can use them without spatial and temporal limitations. However, users can
have, even very small, some burden of holding or wearing the devices.

Infrastructure dependent type is opposite. Because it relies on the installed devices in
the space, they are only applicable for the indoor scenarios. However, the users can be free
from the burden of holding devices because the users do not need to wear devices.

As the title of this thesis indicates, this study focuses on the interaction in the aug-
mented space, and it can be considered an indoor environment. Therefore, this study
focuses on the infrastructure type. The palm display is developed for having the advan-
tage of infrastructure dependent type and also minimizing the disadvantage in interaction
as possible. The advantage and disadvantage in interaction will be explained in the next

section.

2.2.3 Interactions in always available interfaces

Two technologies for enabling always available interfaces have been described. In here
feature of interactions around two approaches will be explained.

The interactions in wearable computers are highly dependent on the characteristics of
sensors. For example, muscle computers provide a set of hand postures. This is because the
sensors can receive different signals according the postures. Skinput provides direct ma-
nipulation metaphor (i.e., touch), which is commonly used in mobile devices (e.g., Apple’s
iPhone!). This was possible because the sensors and analysis techniques for identifying
signals could detect the points where users have touched.

The wearable computers can be optimized for especially some interested area (e.g.,
palm in Skinput) whereas the infrastructure dependent types can provide more various
interactions engaged with the environment. For example, LightSpace demonstrated the
interaction that allows users to drop a virtual object onto a physical surface. Another
feature is it provides some interactions that require physically big gestures, which can be
noticeable by the camera from 1-2 m distance. With respect to the limitation, LightSpace
provided physical metaphor (i.e., dropping some contents onto a surface), which is big
enough to be captured by depth cameras on the ceiling. The interactions in the work of
Harrison et al. also demonstrated the interactions that require physical movement of arm

or hand, which is also big enough to be sensed by the camera on the ceiling [36].

"http:/ /www.apple.com/iphone
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Table 2.1: The position of the palm display when comparing to related technologies.

Wearable Computer Infrastructure Dependent

Direct Manipulation | Skinput [21] Palm Display
(precise interaction) | OmniTouch [34]
Gesture or Posture | Muscle-computer interface [31] | LightSpace[35]
Harrison et al. [36]

When reflecting the interactions on both approaches, they have advantages and disad-
vantages together. Wearable computers can provide small and precise interactions. Skinput
allowed small fingertip gestures on the small palm. Those small and fine interaction is hardly
implemented in infrastructure dependent way. This is mainly because the sensors are in-
stalled in the space and there can be some distance between the region of interest and the
sensors. Obviously the longer, indeed significantly longer than wearable computers, dis-
tance is hard to provide fine sensing capability. However, the sensors in the space also can
be useful to track objects in the space simultaneously. Thus, the infrastructure dependent

type can support the interaction with the environment more easily.

2.3 Research Goal

In related work section, the technology and interactions of related studies are summa-
rized. Table 2.1 summarizes the interaction around in this domain. As shown in the Table,
there has been no work that supports direct manipulation metaphor, even fine and small
interactions, using infrastructure dependent approach. As mentioned in the above, this is
mainly because the sensors are installed in the space, normally on the ceiling, it is hard to
support fine interactions. The palm display tries to support it.

The goal of this study is to seek a basic hardware setting and to develop a technology for
providing a direct manipulation metaphor on the palm. With this goal, the palm display
is designed and implemented. From the next section the detail of the palm display is

described.

2.4 The Palm Display

The purpose of the palm display is to develop a technology of enabling direct ma-

nipulation (i.e., the touch metaphor in common mobile devices) on the palm through the
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(b)

Figure 2.2: Illustration of the palm display environment.

infrastructure dependent approach. To enable direct manipulation, first the system needs
to draw some images on the palm and should track the fingertip gesture on the palm. If
such experience (e.g., the palm becomes a mobile screen and the finger works as a stylus
pen) is enabled, then users can have an always available interface in indoor space with less
steep learning curve because most of users are familiar with touch interaction on mobile
device.

The palm display is designed and implemented with respect to the aforementioned
purpose. This section will describe the detail of the implementation. First the environment

setting, which is related to the installation of hardware, is explained.

2.4.1 Environment Setting

Figure 2.2 illustrates the environment to enable the palm display. To draw some images
on palm, obviously a projector should be installed. For this purpose, a projector is installed
on the ceiling (Fig. 2.2(a)). For tracking fingertip gestures on palm, image processing
technique is implemented and a camera near to the projector is installed for this purpose
(Fig. 2.2(b)). When a palm is between the coverage of two devices (i.e., the projector and
the camera), the projector can show some images on the palm and fingertip gestures on the

palm is tracked by the camera (Fig. 2.2(c)). Figure 2.3 shows it.
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Figure 2.3: The palm display.

2.4.2 Hardware

After setting up the environment, we had an informal test to confirm the plausibility
of the setting. A common projector, which provides XGA (1024 X 768) resolution, was
enough to show images when the distance between the palm and the projector was about
1-2 m (Fig. 2.4(a)). However, a common web camera was not enough to provide sufficient
resolution. When image is shown on the palm, the common web camera could gain the
image of projected area with less than 100 pixel resolution (i.e., image projected region in
Fig. 2.3). This was too small resolution to give acceptable result from the image processing.

To address this issue, a zoom and heading direction adjustable camera was exploited.
Figure 2.4(b) shows it (AXIS 214 PTZ Network Camera?). This camera allows controlling
its heading direction and zoom level through specified network access. Through the informal
test, this camera could gain the region of interest with about 300 X 400 pixel resolution

when its zoom level was maximized (i.e., the smallest field of view).

http:/ /www.axis.com/products/cam_214
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Figure 2.4: The camera and the projector for the implementation.

2.4.3 Implementation

Now the system can show some images on the palm and the camera can gain the images
with enough resolution. To enable interactions with fingertip gestures, a fine image pro-
cessing to track the fingertip is necessary. Here the implementation of the image processing
is described.

Figure 2.5 shows the overall architecture of the implementation. The architecture is
using reactor pattern and chain of responsibility pattern for loosely coupled architecture
[37][38]. The right five rectangles designate five key modules of image processing. Here first
the event dispatcher is described, which is the core of architecture and having communica-

tion with all modules.

2.4.3.1 Event Dispatcher

As shown in Figure 2.5, event dispatcher has the key role in the architecture. All of
modules have communication channel with the event dispatcher. In reactor pattern [37], all
communication between modules is coped through the event. All modules have their own
events and can accept handlers for corresponding events, and event dispatcher has a role of
receiving the notification of event from modules and calling corresponding event handlers.

For example, if color filter needs to fetch the result of background subtractor in Figure
2.5, the color filter registers its handler (i.e., for background subtraction completion event)
to event dispatcher. Then, whenever back ground subtractor completes its own job, the

event dispatcher invokes the corresponding handler (i.e., registered by the color filter) auto-
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Color Filter

Event Dispatcher —

Noise Filter

Brightness Filter

Application

Fingertip Tracker

Figure 2.5: The architecture of palm display.

matically. Therefore color filter only has the information of the event in background filter
but does not need to communicate with it directly, which means it minimize the coupling
between modules.

The main advantage of this approach is the loosely coupled architecture; the modules
do not need to be coupled even though they indeed communicate with each other directly.
In this architecture, even application works as an independent module (see Fig. 2.5); the
application can exist independently from the implementation of tracking algorithm. From

next section, each image processing step will be described in detail.

2.4.3.2 Overview

Indeed the modules start to work in straightforward order. First, the camera controller
fetches images from camera and sends it to background subtractor. Then, the image is
processed from the background subtractor to fingertip tracker (i.e., stacked order in Fig.

2.5) in turn. From next section the detail of each image module is described.

2.4.3.3 Camera Controller

Before explaining the image processing, first the role of camera controller is described.

The camera controller has mainly two roles, and those are capturing images and physically
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controlling the camera. Commonly cameras support 25 - 30 frames per second, which
means it takes about 30 ms to gather one frame. Indeed, this is long time to be ignored in
computers.

To minimize such waiting time, the camera controller runs as an independent thread
and continuously gathers new frames. When a new frame is available, the camera controller
notifies it to the event dispatcher as described in the above. As a result, image processing
related modules do not need to waste the time to wait for new frames. In empirical test, the
image fetching took only 1-2 ms, which is for copying a memory block and I/O interruption.

Another role of the camera controller is to control cameras physically. Currently most
cameras support the manipulation of its digital (e.g., white balance) and physical prop-
erties (e.g., direction or zoom level). There is still no standard APIs of accessing such
functionaries. Applications on Microsoft Windows platform can use some related interfaces
in DirectX library [39] but many of third party vendors provide their own APIs indepen-
dently. Therefore, currently an independent layer to wrap those functions is required to
minimize the effect for the case that a new camera is added and it provides own APIs. In

our architecture, the camera controller works as a layer.

2.4.3.4 Background Subtractor

When a new frame is given from the camera controller, the first task is to find the
location of the palm. For this purpose, first background subtraction technique is used.
Background subtraction is simply compares the difference between two consecutive frames.
For example, if identically same images are given, it eliminates all pixel values, and it can

be defined as following Equation 2.1.

0, if g(d) > threshold
flg(d)) = (2.1)
1, if g(d) < threshold

In here an important factor is the threshold. Through informal test, the threshold was
set 10 empirically. The function g(d) in in Equation 2.1 is defined as follows.
g(d) = |pizel(n) — pizel(n — 1)]

(2.2)
where pizel(n) is nth pixel value of given image
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Therefore, this background subtractor provides a binary image that eliminated the

background.

2.4.3.5 Color Filter

Using Equation 2.1, the system is able to eliminate background. Thus when the palm
is shown on the camera (see Fig 2.6(a)), the background subtractor is able to show only
palm and forearm. However, the system wants to track only the palm and thus it needs
to eliminate the forearm. For this purpose the system uses the technique of color filtering.

The color filtering also exploits the same Equation 2.1 but g(d) in here is defined as follows.

9(d) = [pizel(n) — P

where pizel(n) is nth pixel value of given image

(2.3)

The value P is user’s skin color, and it is manually extracted by analyzing sample images
containing user’s skin.

Figure 2.6 shows the result after background subtraction and color filtering. As shown
in the Figure, it extracted the palm clearly (Fig. 2.6(b)). Indeed the purpose of this
process is not the fine recognition of hand. It needs to recognize the location of hand
roughly. Therefore the system finds the biggest contour [40] using the image (Fig. 2.6(b)).
The location is transferred to the camera controller and the camera changes its heading

direction to the palm.

2.4.3.6 Focusing to the Palm

Before explaining the next image processing (i.e., noise filter in Fig. 2.5), first it explains
how the system accordingly draws images and makes the camera focus on the palm. The
first task is to calibrate the camera and the projector. When starting the system, the camera
is set at maximized field of view and set to a certain direction. Therefore the camera and
the projector can be calibrated using common techniques [41]. Consequently, when a palm
is shown within the camera’s coverage the projector is able to draw images accordingly.

The next step is to change camera’s heading direction. We used the Axis 214 camera
3 for the prototype and it includes an embedded server that can receive messages through

HTTP (Hyper Text Transfer Protocol). It provides a set of APIs (i.e., the specified format

3http://www.axis.com/products/cam_214
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Figure 2.6: The result after background subtraction and color filtering.

of the message), and one API allows changing its heading direction. Therefore, when the
palm is shown at the camera, it sends the tracked location and the camera changes its

direction.

2.4.3.7 Brightness Filter

Now the system is able to have an image focusing to the palm with reasonable resolution
(i.e., the camera’s zoom is adjusted) through the above process. The next step is to secure
the region of interest (i.e., the image projected area). For this purpose brightness filter is
used. Here the detail is explained.

First the exact meaning of fingertip tracking needs to be clarified. The exact meaning of
fingertip tracking in here is to find relative location of the fingertip within the area of being

projected (i.e., the image projected region: Fig. 2.3(a)). The region can be considered a
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Figure 2.7: Image projected region (a) on palm.

virtual screen and the relative location at the region should be tracked. Therefore, it first
should track the region of interest (i.e., the image projected region).

For this purpose it exploits brightness filter. When an image is shown on the palm,
the region is obviously brighter than other region (Fig. 2.7). By focusing on this feature,
the brightness filter literally examines the brightness of the image. Among exiting many
color spaces, HSL (Hue, Saturation, Lightness) space is a good choice because its lightness
property describes the brightness well [42]. Therefore it first converts RGB colors to HSL

colors and after this conversion, it also exploits Equation 2.4.

0, ifl > threshold
()=
1, if < threshold (2.4)

where [ is lightness property of HSL image
This simple equation generates a binary image with a threshold. Thus obviously the

key is to find an appropriate threshold. The detail of calculating threshold is explained in

the next section.
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2.4.3.8 Calculating Appropriate Threshold

When the application image is constant, it is possible to have a static threshold through
empirical test. For example, we can sample several pixels at bright and dark region respec-
tively and can find the appropriate threshold.

However, the application content is obviously variable. Therefore it is difficult to esti-
mate (i.e., pre-determine) a threshold. Through empirical trials, we could have an initial
threshold 90. In the beginning, the system uses this threshold. Using this threshold, the sys-
tem counts the number of bright region (i.e., 0 values in Eq. 2.4) and adjusts the threshold.
The following Equation 2.5 describes this process.

)

" 1)
=1

n

t= (2.5)

where n is the number of pixel in the region of interest and f(i) is defined as follows.

' 0, if ¢ < threshold
fli) = (2.6)
1, if i > threshold
With respect to the result of the Equation 2.5, the system increments or decrements the
threshold (i.e., adding 1 or subtracting 1). After the iteration of this process, the system
confirms the threshold when ¢ from the Equation 2.5 is more than 0.8.

After the processing by the brightness filter, the system can gain the image at Figure
2.8(a). As shown in here it clearly detected the image.

2.4.3.9 Noise Filter

Obviously the ultimate goal of this image processing is to find the location of fingertip
in Figure 2.8(a). However, as shown in the image, there are lots of unnecessary portions
(e.g., wrinkles on the finger). To reduce them it has noise reduction process. For a pixel, it

decides whether the corresponding pixel is a noise or not through the following Equation.

0, ifg(d)>0.3
flg(d)) = (2.7)
1, ifg(d) <03

where g(d) is defined as follows.
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Figure 2.8: Raw image (a) and the image after noise reduction (b).

33 pid)
g(d) — %
where p(i, j) is the value of pixel of the binarized image (2.8)
(i.e., Fig. 2.8a) at column 7 and row j.

In the actual implementation, the n was set as 3. This value and a constant in the
Equation 2.7 (i.e., 0.3) was given empirically. We processed every pixel using the Equation

2.7 and the result of this noise reduction is shown at Figure 2.8(b).

2.4.3.10 Fingertip Tracking Using Shadow

When an object is on the image projected region, it makes a shadow. As shown in Figure
2.8(b), has the noise reduced image is already available and it shows the shadow clearly.
The palm display tracks the location of this shadow. The use of shadow is successfully

demonstrated by several previous studies [28]]29].
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find crossing point of edge and shadow

if bottom
scan from bottom-left point, each line from left to right
if shadow is found
store candidate point
else
stored candidate point is fingertip
if top
scan from top-left point, each line from left to right
... 8Same to bottom case ...
if left
scan from left-top point, each line from top to bottom
... Same to bottom case ...
if right
scan from right-top point, each |line from top to bottom
same to bottom case ...

Figure 2.9: Pseudo code of fingertip tracking algorithm.

Figure 2.9 shows the pseudo code of the implementation and Figure 2.10 illustrates the
algorithm. First, the system examines each edge side; it finds black pixels by following
dash lines at Figure 2.10. Then, it can find the point of circle shown at Figure 2.10(a).
If the point is at bottom as shown Figure 2.10(a), obviously it means that the fingertip is
at opposite direction (i.e., the upward direction from the crossed point) because the finger
is always heading to the center from an edge side. Then, the system starts to find edge
of shadow from left to right (from Fig. 2.10(b) to (c)). At some point, it cannot find the
edge of shadow (Fig. 2.10(d)), which means the previously found edge is the fingertip. The
detailed algorithm of this process is described through the pseudo code in Figure 2.9.

2.4.4 Interaction

Through the aforementioned implementation, the system now can track the location
of the fingertip. Using only this tracking capability, the system could provide an event
generation method, called pause.

This pause event occurs when the user stops the movement of fingertip at certain loca-

tion for two seconds and specifically it can be denoted as following Equation.
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Figure 2.10: Illustration of fingertip tracking algorithm.

fp)=0 (2.9)

k=0

And, f(p) in the Equation 2.9 is defined as follows.

0, if |p; — pivk| < threshold
f(p) = (2.10)
1, if |p; — pitk| > threshold

Where pi is the position of the first point in given sequence with window size n, and the

size of m is determined with respect to the number of gathered points within two seconds.

2.5 Applications

2.5.1 Television Controller

Figure 2.11 shows the application of controlling a television. As shown in Figure 2.11(a),
there are several buttons and each button is mapped to basic functions of common televi-
sions (e.g., channel or volume control). When users stop the movement for two seconds at

each button, corresponding command is executed.
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Figure 2.11: The application of controlling a television. Captured images of the application
(a) and on the palm (b).

Currently most of televisions provide their own remote controllers. Also most of appli-
ances (e.g., video players or lights) provide the remote controllers. The problem of such
situation is there can be too many remote controllers. Indeed many people, in particular
when visiting a relative or friend’s house, suffer the difficulty of finding correct remote con-
troller for a certain appliance. Indeed the outer shape of remote controllers for common
television or video player is almost same.

Also, most people have the experience of ransacking a small remote controller in their
home. Those problems can be addressed through this remote controller application. This
controller can be given without any constraints in the home (e.g., living room). Also,
when the environment have more context (e.g., profiles of users or temporal context), the
controller can be more usefully customized; it can avoid limit the use by children at late

night.
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Figure 2.12: The example of message viewer. A new message is notified through the palm
display (a) and the user can check the message (b).

2.5.2 Message Viewer

The controller represents the use of an interaction: when the user starts the interaction.
Whereas another useful scenario of this palm display is the message viewer: the system starts
the interaction. Indeed most people often forget to bring their mobile device temporarily.
For example most people just put down their mobile phones on the desk when starting work
or going to meeting room. And, occasionally they miss something important phone calls.

The message viewer can be used in those situations. When the system needs to notify

some messages (e.g., email or short message service in common mobile phones), it shows a
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Figure 2.13: Three types of applications for the experiment.

notification on the palm automatically. Figure 2.12(a) shows it. When the user makes an
event on the Message button, then it shows its message on the palm (Fig. 2.12(b)).

This message notification service can be more useful when working with a context
awareness system together. For example, frequent notification while having meetings can
be rather cumbersome. Thus, some private schedule related context should be considered
in this case; when such context awareness system is given, this palm display can be useful

as a means of smart notification service.

2.6 Evaluation

A user experiment was conducted to test the capability of the current approach (i.e.,
recognition of pause method using the image processing techniques). Here the detail of

experiment and its procedure are described in detail.

2.6.1 Application for the Experiment

For the experiment, one application was developed and there were three types with
respect to different difficulties. Figure 2.13 shows them. As shown in the Figure, the
applications have different numbers of targets (i.e., two, four, and twelve targets). Obviously
more numbers of targets would be more difficult.

Figure 2.14 illustrates the use of the application with four targets example. After the
application is drawn on the palm and a finger is on the application, the red colored rectangle
is drawn on the fingertip for the visual feedback (Fig. 2.14(a)). When the application is
ready, it changes the color of a target to yellow color (Fig. 2.14(b)). Then, the user moves
her or his fingertip to the target and makes an event. Then, the application changes the

color of the target to light blue (Fig. 2.14(c)).
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Figure 2.14: Illustration of the use of application for the experiment.

2.6.2 Users and Procedure

In total, eleven users were recruited and all of them were male and majored computer
science. The age was from 24 to 31.

Before having the experiment, we explained the usage of the system for about 10 min.
And, all users had one practice session. The order of the experiment was from easy to
difficult levels (i.e., from two targets to twelve targets). The participants were asked to
generate an event at designated target. There were 10 times of selection for each application

types (i.e., two - twelve targets). The order of the target location for all users was same.
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Figure 2.15: The result of the experiment.

2.6.3 Result

Figure 2.15 shows the result. The graph of Time (Fig. 2.15(a)) indicates the mean time
of selection for a target. And, the graph of Error rate (Fig. 2.15(b)) is the mean error rate
of failure cases (i.e., generating the event at incorrect target).

As described in the graphs, two or four targets took relatively short time (i.e., about
3.6 - 7 s) and showed about 10% of error rate. Therefore, it can be regarded as relatively
good. When considering two seconds for stopping the movement (i.e., for generating the
event), users took about 1.6 - 1.7 s. for generating one event.

The most difficult one took little more time and marked relatively high error rate (i.e.,
25%). When considering the result of the experiment, this palm display and the pause
method can be useful for the applications with simple layout.

When analyzing the result using one way ANOVA test between different difficulty levels,

it showed significant effect between four and twelve targets. For performance (i.e., Fig.
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2.15(a)), they showed F(1, 20) = 9.29, p <0.01. Between two and twelve targets, it showed
F(1, 20) = 3.13, p <0.1. Obviously there was no significant effect between two and four
targets (F(1, 20) = 0.10, p = 0.74).

It was similar when having the statistics test with error rates (i.e., Fig. 2.15(b)). There
was significant effect between four and twelve targets (F(1, 20) = 12.35, P <0.01). Between
two and twelve, it F(1, 20) = 3.97, p <0.1. And, there was no significant effect between
two and four targets (F(1, 20) = 0.82, p = 0.34).

There were mainly two causes of errors: user’s mistake and limitation of current imple-
mentation. First even though the experiment itself was straightforward, some of users made
mistake (i.e., generating events at incorrect targets). And, currently the system tracks the
location of fingertips using shadow and there is obviously spatial offset between the loca-
tions of fingers and shadow (see Fig. 2.17). With respect to such different angles between
the palm and projector, the offset can become severe at optimistic situations. In this case

the system could not track the location well.

2.7 Limitations and Future Work

Here limitations of current implementation of the palm display and their future solutions
are discussed.

The method of pause can be regarded as useful for applications with simple layout.
Indeed it is true that the pause method is not that natural. Therefore a method of enabling
touch should be investigated and the shadow also can be recognizing the touch.

Wilson had demonstrated the recognition of touch using the shadow [28]. In his demon-
stration, the shadow of fingertip becomes very sharp when the fingertip is touched on a
surface. He focused this feature and recognized the touch by examining the geometrical
shape of the shadow. However, this is not applicable to the scenario of this study; the
palm is movable. Instead of such geometrical approach, tracking the amount of shadow
may work and Figure 2.16 shows it. In this Figure, not-touched (Fig. 2.16(a)) and touched
(Fig. 2.16(b)) show significant difference in terms of the amount of shadow. Note that
both images are after noise reduction. Therefore, a sophisticated method to analyze such
characteristics between two different states may enable the recognition of touch.

The current implementation of fingertip tracking showed acceptable performance. How-

ever, indeed it is true that about 10% of error rate and the time of 3-4 s for selecting a target
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(b)

Figure 2.16: The different shadows between not touched (a) and touched (b) states.

are poorer than common touch sensitive devices. Minimizing error rate and providing faster
performance should be investigated.

Currently all of image processing implementation is based on RGB image processing.
Indeed, such RGB image processing can be error prone in different lighting conditions.
For example, even skin color of a person can be changed with respect to different lighting
conditions. Current implementation can be useful for having experiment in optimized en-
vironment, but the robustness to different lighting conditions should be addressed to have
more practicality.

Another problem of current implementation is it can be error prone at different angles
between the palm and the projector. Figure 2.17 illustrates it. When a projector is heading
to the direction of Figure 2.17(a), the ideal location of the palm is at around Figure 2.17(a).
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Figure 2.17: Hlustration of problematic scenario.

However, if the palm is at Figure 2.17(b) or (c), the angle between the projector and the
palm become b or fc. Obviously such different angles can make different amount of shadow
therefore it can be error prone when the shadow become extremely small so that the system
is hard to detect it.

Currently many researchers are actively using depth cameras. Depth cameras can pro-
vide three dimensional data and robust to different light conditions. Thus using depth
cameras may solve the current limitations. Using depth cameras and devising different

solutions deserves to investigate.

2.8 Conclusion

There are mainly three contributions in this study. First is the novelty; it presented
an always available interface on palm using infrastructure and also supporting direct ma-
nipulation. There has been no work to propose this combination. Second, it presented a
concrete implementation of this approach. The image processing techniques introduced in
this study can be useful for further studies. The third, it presented the result of user ex-
periment using current implementation. The experiment clarified the limitation of current
status and presented the future direction.

Table 2.1 shows the position of the palm display when comparing it with related

techniques. Wearable computers that support direct manipulation (i.e., Skinput[21] or
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OmniTouch[34]) can be highly accurate but also private. Indeed, it is relatively more diffi-
cult to work with the environment than infrastructure dependent type. Gesture or posture
oriented interfaces on both wearable or infrastructure dependent types are hard to sup-
port fine interaction and it can require a steep learning curve. However, the palm display
can have the benefit of direct manipulation, which requires less learning curve, and the
advantage of infrastructure dependent type together.

Indeed the palm display can be replaced with common mobile device. However, indeed
it can be considered an always available device in the space. Therefore users do not need
to ransack a small device, which occurs commonly. And, it also can have more benefit in
some scenarios (e.g., when user’s hand is wet).

Currently, many related systems are being proposed, i.e., providing always available
interfaces using various approaches. Most of those works provide their featured interaction
schemes also. The introduced palm display can be considered as an effort to move a common
mobile device onto the palm but without any attachment. This approach can be useful in
terms of its learning curve; most of users are familiar to the usage. Therefore, it can casually

work with lots of interactions in the augmented space.
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Chapter 3

Selection in Augmented Space

3.1 Introduction

Now the users can have an always available interface that is given by the environment.
The palm display can be used as an integrated controller for all devices in the space, and in
this case the users can access to any devices without any burden of holding or ransacking
the controllers. It implies that the palm display provides the easier means of accessing to
devices in terms of the physical movement.

When such an integrated controller is given, a next subject we must consider is the
appropriate selection techniques. As mentioned in earlier, a purpose of this study is to
present an easily means of the target acquisition related interactions in the augmented
space. Therefore even though users can have a platform of an always available interface,
techniques of establishing the connection between the interface and a target device should
be devised.

With this concern the terminology selection in here exactly means that users designate
a target device so that the system can establish the connection between an interface and a
target device. This is a necessary technique to complete the easier means of accessing to a
device in the augmented space because basically all of objects in the augmented space are
interactive.

Indeed, there are already many selection techniques around this concern. For exam-
ple, in a common desktop computing environment, it generally shows a list of connected
computers and users can select a computer (see Fig. 3.1). This WIMP (Windows, Icon,

Menu, and Pointing) based interface can be used within a mobile interface. Then users can
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Figure 3.1: Example of enumeration of devices in common GUIs (Microsoft Windows 7
Interface).

select one object through this interface. However this technique is not well suited in the
augmented space.

A feature of augmented space is there are numerous devices and all of them are inter-
active. In this scenario, the traditional method (i.e., GUI or CUI) must enumerate a long
list of connected device. It means users should memorize the identifier of devices; obviously
it is difficult. For example, if all lights or displays in a laboratory or office are interactive
and users need to select one of them, in this case the traditional interface must enumerate
at least more than a few dozens of names.

Moreover, there can be some implausible scenarios. For example, if there is a display
next to a user and she or he wants to select it. Obviously the user knows which display
she or he wants to select and can see the object by own eyes. But because the user does
not remember its identifier, it is hard to select it through the traditional interface. Indeed
it happens commonly in working area. When considering such scenario and limitation, the
traditional method is not appropriate for the augmented space.

Among existing many selection techniques, the techniques that share the concept of see-

and-select are likely appropriate in the augmented space. The terminology see-and-select
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Table 3.1: Selection techniques that rely on spatial locations and identifiers

Spatial Location Identifiers

Pointing Gesture Command line interfaces
Map with live video | Graphical user interfaces
Speech recognition

in this study is defined as the selection that can occur while users are seeing the objects with
their own eyes.

Indeed selecting an object means that users distinguish a characteristic of an object
from others. For example, common GUIs require users distinguishing objects with their
identifiers. On contrast, the selection techniques that share the concept of see-and-select are
different; they rely on spatial locations. When in particular there are many similar objects,
users can distinguish an object with their locations (e.g., normally people designate a light
on the ceiling by describing its location: the left one in the middle). Table 3.1 summarizes
those techniques.

Pointing gestures and map with live video are representative techniques of the see-
and-select and Figure 3.2 illustrates them. Pointing gesture is generally considered one of
intuitive selection techniques. Users can select an object by designating with hand or a
device while seeing them directly (Fig. 3.2(a)). Live video is similar but it uses an image
that covers whole range of space. For example, when installing a camera with wide view
angle lenses it can show whole range of the space, users can select an object by touching
the location of the object. In Figure 3.2(b), it touches an object around the location at
3.2(b)1.

When reflecting the aforementioned scenario (i.e., selecting a light or a display), the
user can select the display by designating using pointing gesture or by touching the screen;
users do not need to remember their identifiers. Indeed it is much easier than traditional
GUI or CUI based techniques.

However, both techniques can be problematic in specific situations. For pointing gesture,
it can face occlusion problems. Indeed, pointing gesture technique can be valid only when
the users can see objects with own eyes directly; obviously users are hard to select an object
if they cannot see it directly. Indeed, such occlusion problem of pointing based techniques
has been pointed out in several related studies [43][44][45].

Another problem of pointing gesture is its accuracy is not high. In virtual reality

researchers evaluated this pointing based techniques and most of researches concluded that
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Figure 3.2: Illustration of selection techniques using pointing gesture (a) and map with live
video.

pointing gesture is very powerful technique when there are not many object but it can be
problematic when the high accuracy is necessary [14][46][47][48].

Generally more objects are shown in a mobile screen, it requires more precise pointing
[49][50][51][52]. Live video based technique can have problems when the video is shown at
small devices (e.g., mobile screen) and there are many selectable objects. When the density
(i.e., the number of selectable objects) is high, obviously it requires the pointing with high
fidelity. Thus, users may have some difficulty on it.

To address such problems two techniques are developed, which are called Point-Tap
and Tap-Tap respectively. In this chapter, two techniques are introduced, and it validates

their concept by comparing to related techniques.
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3.2 Related Work

Here first it summarizes related work and clarifies why two techniques (i.e., pointing

gesture and live video based) are selected as the subjects.

3.2.1 Pointing Gesture

Users can select an object naturally with a pointing gesture if there is no barrier between
the users and the object. Some psychology studies examined the pointing gesture with
children, and they found that even 1 - 2 years old children can use the pointing gesture
accurately [53][54][55]. Therefore it is considered a powerful and intuitive technique and
has been exploited in various domains such as large displays, virtual reality, and ubiquitous
environment. Usually on those environment, there is some object that is out of users’ reach;
in this case the pointing gesture can be used effectively.

Users normally are hard to cover all areas in physically large display. The work by
Bolt is one of early work of using pointing gesture in large display environment [56]. In
its demonstration, users could move an object in large screen with pointing gesture and
speech based commands. Vogel and Balakrishnan intensively studied the effect of pointing
based techniques in large display environment [57]. They concluded that ray casting based
technique (i.e., general pointing gesture) was the fastest among other related techniques
(e.g., eye gaze or indirect pointing). However, the pointing gesture showed high error rate,
which is a generally referred problem.

In virtual reality, pointing gesture was extended to various forms with respect to appli-
cation scenarios [46]. A feature of virtual environment is it is fully graphically generated
world; rich graphical representations of pointing ray can be given. Using such rich graphics,
virtual reality provided 3D pointing or flexible pointing [45]. Indeed pointing gesture in real
environment is 2D interaction. We can only designate X and Y coordinate. However, in
virtual environment it also can manipulate the length of pointing ray; it is 3D pointing. In
2D and 3D pointing, a common problem is the occlusion. To avoid such occlusion problems,
it provided flexible pointing, which can bend the pointing ray.

In ubiquitous environment, pointing gesture was used for allowing users to designate
a target object. For example, Kemp et al. used the pointing gesture for designating an
object so that it makes a robot to move to the object [58]. Wilson and Shafer prototyped a

special wand, which can track its orientation and location [59]. Indeed the wand can work
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Figure 3.3: Illustration of mobile AR based technique.

like a virtual wand in virtual environment. Therefore the users could designate any object
in the space using the wand. However, it also could face occlusion problems.

Wilson and Pham noticed this problem and they provided a modified version, which
is called WorldCursor [60]. In this system, they installed a steerable laser pointer on the
ceiling. When a user is designating a point, the steerable laser pointer provides the visual
feedback on the designated point (i.e., light dot). Therefore it could resolve the problems
of occlusion. However, indeed it still does not solve the occlusion problem perfectly; it does

not provide the view of the hidden area to users.

3.2.2 Mobile Augmented Reality (AR)

The principle of mobile AR is simple. First the posture of a mobile device is fully
trackable in the space (i.e., the space can recognize its location and orientation). When
a mobile device has a front camera, using such geometrical properties (i.e., location and
orientation) and camera lens’ specification (i.e., field of view), the system can recognize the
object on the screen. Figure 3.3 illustrates this mobile AR technique. When Figure 3.3(a)
is the mobile device and its orientation (i.e., Fig. 3.3(b)) and filed of view (i.e., 3.3(6c))
are known, it is easy to recognize that which object is drawn on which location on the
mobile screen (Fig. 3.3(a)). If such tracking capability is not given, generally mobile device
processes the images from the front camera. Most of mobile AR techniques are using one

of either approaches [61][62][63].
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The mobile AR system can be considered one type of pointing-based selection from an
interaction-centric perspective. Indeed, mobile AR also relies on the direction from the

device to target objects and the device is always near to users (Fig. 3.3(b)).

3.2.3 Map with Live Video

As shown in Figure 3.2(b), it shows a digital image that covers the whole range of a
space on a digital surface. Then, users can select one of objects through that surface. This
map based technique have used on both mobile and static displays.

CRISTAL installed a camera with a wide view angle lens on the ceiling and shows
images on large sized table top [64]. In here users could select an object on the table and
could move the objects on the other appropriate devices (e.g., dropping a DVD title onto a
DVD player).

Sketch and Run provided similar features on mid-size mobile device (i.e., tablet PC like
size) [65]. They set up a similar environment of CRISTAL and proposed a technique that
allows users to generate path based (i.e., sketch) commands for robot. Users could draw a

curve based line on the mobile device, and a robot follows the path.

3.2.4 Proximity-based Techniques

Another area of enabling see-and-select is proximity based technique [66]. With this
technique, the selection occurs when the distance between two devices become shorter
than a certain threshold. Swiping RFID (Radio Frequency IDentification) [67] on public
transportation system is an example. This technique can be implemented in relatively cheap

cost with high fidelity.

3.2.5 Summary

In related work section, four domains of technique were introduced: pointing gesture,
mobile AR, map with live video, and proximity-based. Indeed, mobile AR related approach
can be considered one of pointing gesture based techniques. This is because mobile AR also
relies on the direction from users to target devices. Only difference is it requires a device.
Therefore in interaction-centric viewpoint, it can be included in pointing based technique.

First three techniques (i.e., pointing gesture, mobile AR, and map based) are able to

support remote selection. Indeed, this is one of critical requirement in mid to large size
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Figure 3.4: Illustration of occlusion problem of pointing gesture.

environment. However, proximity based technique does not provide this feature. Therefore,

this study deals with pointing and map based techniques.

3.3 Point-Tap and Tap-Tap

Here it introduces two proposed techniques, which are called Point-Tap and Tap-Tap

respectively. First, the detail of problems is described.

3.3.1 Problem of Pointing Gesture

Figure 3.4 shows the problem in detail. In Figure 3.4(a) the user is difficult to designate
a microwave because a big television occludes it. Figure 3.4(b)-(d) illustrates the problem
in real environment. Figure 3.4(b)-(d) were taken for a same place from different locations
in the space, and labels (r), (p), and (t) denote refrigerator, printer, and table. In Figure
3.4(b), three objects are shown well, but in Figure 3.4(c) or (d) they are occluded by each
other or other objects (i.e., partition and displays in Fig. 3.4(d)).

It implies that users may have difficulty on designating an object accurately because

the users cannot see the object well. Indeed such occlusion problem can be addressed
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Figure 3.5: Problem of naive magnification.

in virtual environment using flexible pointing. However, in real environment such rich
graphical representations are not available.

Wilson and Pham presented the solution using a steerable laser pointer on the ceiling
[68]. Indeed it can avoid the occlusion problem however, it cannot provide the view of the
hidden region. As mentioned in the above, if users are difficult to see objects directly, there

is no means of designating an object precisely.

3.3.2 Problem of Map with Live Video

The problem of live video based technique occurs when there are lots of selectable
objects. When there is a camera and it can capture whole range of a space (Fig. 3.5(a))
but the image is shown on small mobile device, it may require precise pointing. In Figure
3.5(a), there are many objects (e.g., displays and computers). When such image is given on
small mobile device, users may have difficulty on picking up an object (i.e., precise pointing
is required).

Obviously, it can provide a naive magnification technique but the magnification also
has some problems. Figure 3.5(b) shows the magnification of the yellow rectangle in Figure

3.5(a). To cover whole range of a space it generally requires a wide view angle lens. And the
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Figure 3.6: Illustration of Point-Tap.

images from such lens are distorted severely in particular at around the edges. Thus Figure
3.5(b) provides the unnatural view. Also, with respect to the capability (i.e., the field of
view) of lens, some objects around the edge might not be seen completely (see 3.5(b)).
Therefore there should a solution to provide natural view with broader coverage.

Figure 3.5(c) shows a clear view of the same place of Figure 3.5(b) and it was given by
a normal camera. As shown in here, all objects are shown completely with more natural
view. If there is a means of providing such natural view, it will benefit to use the live video

based techniques more efficiently.
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3.3.3 Point-Tap

Point-Tap is a technique that is designed to solve the problem of pointing gesture. It
exploits an additional view, and the additional view is given by a steerable camera on the
ceiling. Figure 3.6 illustrates it. The steerable camera is installed on the ceiling and it can
change its heading direction as its name literally indicates.

Generally occlusion problem occurs when there is some objects that hides target objects
from users’ view. However, the steerable camera is installed on the middle of the ceiling,
which is a good location to overcome the obstacle objects. In next section, it demonstrates
how the Point-Tap is used by a user.

For the interaction, first a user is holding a mobile device. Then the user designates a
place where the target object is around. After making pointing gesture, he taps the screen
of the mobile device (Fig. 3.6(a)). This tapping action confirms the pointing direction, and
the direction is sent to the system.

Then the system makes the steerable camera change the direction to the designated
point and sends back the image to the mobile device. Then the system draws transparent
rectangles on selectable objects with their names as shown in Figure 3.6(b) (i.e., desk, fax,
and printer). This is for helping users the selection. Then the user is able to complete the
selection by picking up one of rectangles.

Because this technique requires a pointing gesture and a tapping (i.e., touch), it is called

Point-Tap.

3.3.4 Tap-Tap

Figure 3.7 illustrates Tap-Tap technique. This technique also exploits a steerable camera
on the ceiling. In the beginning the mobile device shows 3.7(a). In here users do not need
to make precise tap on a target object. Users can roughly tap the mobile device where a
target object is. The system recognizes the tapped point and finds the nearest selectable
object. It causes the camera change its direction to the nearest object. Then the image
from the camera is sent to the mobile device.

Indeed, the image in Figure 3.7(b) is same to Figure 3.6(b). The remainder of the
interaction is identically same to Point-Tap; the users can tap one of rectangles and can

complete the selection.
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Figure 3.7: Illustration of Tap-Tap.

This technique requires two times tapping of the screen. This is why this technique is
called Tap-Tap.
3.3.5 Discussion of Two Techniques

So far proposed two techniques have been introduced. Here some expected issues around
the two techniques are discussed, and it explains the benefits that would be gained through

the featured approach (i.e., exploiting a steerable camera on the ceiling).

3.3.5.1 Can Users Designate Hidden Objects well?

The Point-Tap technique is designed to enable users to select objects even if the objects

are not directly shown to the users. Indeed it is valid under an assumption that humans can
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points out a location roughly even though the object is not shown well. Therefore, it raises
the question as to whether the users can designate the location of hidden objects well.

An experiment by Berkinblit et al. confirmed this ability in humans well [69]. In their
experiment, users were asked to make pointing gestures to hidden objects with or without
vision. When the user had the test without vision, they made 5° angular errors at most in
azimuth or elevation.

This angular error corresponds to about a 43 cm when the distance between the user
and the object is about 5 m; it is fairly accurate. This experiment implies that humans are
hard to make highly accurate designation when they cannot see targets by eyes but rough
designation is possible within the aforementioned error.

Indeed, Point-Tap does not require highly accurate pointing gesture. Even though the
first pointing gesture is not highly accurate the users can have one more chance of confirming
the selection (i.e., tapping one rectangle). It is expected that the small error (i.e., about

5°) will be reasonably accurate to use Point-Tap.

3.3.5.2 Live Video versus Rendered Map

Tap-Tap exploits live video as a view source. The users select an object through the
images of the video camera. Indeed it is true that a well-designed map might be more
understandable than a raw video in some scenarios. Therefore a rendered map image may
be used instead of an interface with live video. However there are mainly two benefits that
a live video can have over the rendered map images.

The first benefit is the feedback. The live video can provide feedback immediately if
the feedback is visually noticeable. For example, when interacting with lights or displays,
they reflect the result of the manipulation soon (i.e., turning on lights or changing contents
of a display). The visual feedback can be given through the video in real-time. But a map
cannot provide the such feedback.

The second is the cost. Indeed the map must be produced through somewhat artificial
way and it naturally requires at least small cost. On contrary, the live video can be given
without additional cost if there is a video camera. Also the cost of map becomes higher
when the layout of the space is changed more often. But the live video dos not have any

concern of the layout change in terms of the cost.
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3.3.5.3 Occlusion-Free

By exploiting a steerable camera on the ceiling, the system has a lower probability of
facing occlusion problems. The occlusion occurs when there are physical barriers between
users and objects. In this situation, if the system can use other view sources, based on
different locations, it has a higher probability of avoiding the occlusion. Also, the steerable
camera is installed on the middle of the ceiling, which is generally the best spot that can
avoid the occlusion.

One issue related to this feature is the camera shows an image based on its location,
which can be different from the view perceived by the users. Therefore, users may have
disorientation from such view sources based on different locations. Chan et al. and Rohs
et al. conducted a series of experiments related to this issue [70][71]. In the experiments in

both papers, the users were able to overcome the different views.

3.3.5.4 Less Complexity in Object Recognition

Most of augmented reality based system requires image processing techniques for rec-
ognizing objects; sometimes unnatural markers are necessary [71][72][73]. Indeed such un-
natural markers can break the imersiveness. One way around this is to try to recognize
objects through markerless approach [74][75][76], but this is not easy to implement in terms
of image processing and is prone to errors.

However, when using fixed and steerable cameras, it does need to have such complex
image processing. Because the location, orientation, and field of view of the camera are
known, the system can detect objects by referring to geometrical properties rather than
relying on image processing.

Obviously, when an interactive object is moving, some other methods of object recog-
nition are still necessary. However, there are many scenarios that deal with statically fixed

objects (e.g., large displays, lights, and common desks).

3.3.5.5 Hand Jitter-Free

Another advantage of the view from a fixed camera is that it can be free from the hand
jitter problem. When users rely primarily on the view from a mobile device’s own camera,

hand jitter can cause the image to be unstable. Such systems need to provide methods for
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Figure 3.8: Hardware for the implementation.

overcoming the jitter (i.e., stabilizing the image) [77][78]. In contrast, with our setup, such

stabilization is not required, because the steerable camera is fixed on the ceiling.

3.4 Implementation

Here the detail of the implementation for prototype is described.

3.4.1 Hardware

There were mainly three hardware for implementing a proof-of-concept system, and
those were a steerable camera, two depth cameras, and a mobile device. For the steerable
camera, an AXIS 214! network camera was used (Fig. 3.8(a)). This camera includes a
small web server, which accepts specific messages to control its direction. Therefore, the
system can change its heading direction by sending messages; it fits to the purpose of Point-
Tap and Tap-Tap. Microsoft’s Kinect? cameras were used as depth cameras (Fig. 3.8(b)).
Now it is easily purchasable with reasonable cost. For the mobile device, we used a Sony
UX50% (Fig. 3.8(c)). It runs on common Microsoft’s Windows desktop operating system
(i.e., Windows XP), which is more stable and development friendly than common mobile

operating systems [79].
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Figure 3.9: Architecture of the implementation.

3.4.2 Overview

Figure 3.9 illustrates the overall architecture and execution flow of Point-Tap and Tap-
Tap together. The difference between the two methods is the beginning of the execution. In
Point-Tap, the execution starts by sending a pointing direction (Fig. 3.9(al)), but Tap-Tap
starts by sending a tapped point (Fig. 3.9(a2)). Here, we provide an overview of the two
techniques.

For Point-Tap, it is possible to track pointing direction by using depth cameras [80].
Tracked pointing data are sent to the server (Fig. 3.9(al)), which starts to find the nearest
object from the pointing direction. This is possible because the server maintains an object
database that stores the location of each object. Then, the server sends the pan and tilt
values of the detected object to the steerable camera (Fig. 3.9(b)), causing the camera to
change its aim towards the designated object. The camera starts to take images and sends
them back to the server (Fig. 3.9(c)). The server adds transparent rectangles for marking
selectable objects and sends that image to the mobile device (Fig. 3.9(d)). Finally, the

mobile device can display the image shown in Figure 3.6(b).

"http:/ /www.axis.com/products/cam_214
http://www.xbox.com /kinect
3http://www.vaio.sony.co.jp/Products/UX1/feat1.html
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Figure 3.10: Visualization of a tracked user. The blue are indicates the tracked user’s body,
and the yellow arrow (i.e., from elbow to hand) designates the user’s pointing direction.

The flow of Tap-Tap is essentially the same as Point-Tap, except at the beginning. When
the user taps a point in the image (Fig. 3.7(a)), the tapped point is sent to the server (Fig.
3.9(a2)). The server finds the nearest object to the tapped point. The remainder of the
process is the same as in Point-Tap (Fig. 3.9(b)-3.9(d)).

3.4.3 Tracking Pointing Gesture

For tracking pointing gesture there are two considerations: tracking pointing gesture
itself and synchronizing two different camera’s 3D spaces.

Tracking pointing gesture means that the system needs to construct a pointing ray (i.e.,
a vector from a body part to another), and the system exploits the elbow and the hand to
construct the pointing ray. Figure 3.10 shows it.

Obviously the system needs to track the skeleton points (i.e., the elbow and the hand).
Fortunately, OpenNI [80], which is an implementation of utilities for Microsoft’s Kinect
camera, provides most of human skeletons and Figure 3.11 shows it.

The next task is to merge two different cameras’ 3D spaces into one space (i.e., synchro-

nization). Indeed, it is difficult to track users’ pointing movements in different directions
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Figure 3.11: Skeletons tracked by Microsoft’s Kinect.

accurately if using only one camera [81]. To address this, the system is using two Microsoft
Kinect depth cameras, and they were set up to face each other. The depth cameras have its
own 3D space with respect to its posture (i.e., position and orientation) [82][83]. Therefore
when their spaces are seamlessly merged, the system can track user’s pointing gesture for

all directions. In next section, the detail is given.

3.4.3.1 Synchronizing Two Depth Cameras

To combine the two 3D spaces of the depth cameras, we arbitrarily picked three points
in the shared area (i.e., commonly covered area by two cameras). And, it gathers the
measured values based on the two different coordinate systems of the cameras. Even if the
measured values are different with respect to the location and orientation of the cameras,
they were located in the same place. The synchronization is achieved by using this feature.

Figure 3.12 illustrates the concept. Camera 1 and camera 2 in the Figure can be
considered two depth cameras for the system, and they are heading to the directions of
Figure 3.12(v1) and (v2) respectively. Then, ultimately what the system needs to build is

an equation to convert a location based on camera 1’s coordinate into a location in camera



Chapter 3. Selection in Augmented Space 60

vl

@)

v2

Figure 3.12: A point (P) between two cameras.

2’s coordinate or vice versa. Therefore, finding a matrix M in Equation 3.1 is the specific

task of synchronization.

M(JJ, Y, Z) = (mla ylv z/)
where x, y, z are the position of P based on camera 1’s coordinate (3.1)
and 2/, ¢/, 2’ are the position of P based on camera 1’s coordinate '

The Equation 3.1 conceptually describes it simply, but it requires more complex, in
terms of calculation, process. Indeed, we need to have three reference points (i.e., the
point P in Fig. 3.12). While monitoring the images from both cameras, we select three
points arbitrarily, and the following Equation 3.2 can build a rotation matrix (i.e., MR)

that synchronizes the direction of two cameras.
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VA= pal — pa2

VB = pbl — pb2

anglel = acos(VA - VB)

azisl = VAX VB

M1 = BuildRotationM atriz(anglel, axisl)
VA = (pal — pa2) x (pa2 — pa3)

VB = (pbl — pb2) x (pb2 — pb3)

angle2 = acos(VA - VB)

axis2 =VAx VB (3.2)
M2 = BuildRotationM atrixz(angle2, axis2)
MR=M1x M2

x : CrossProduct
- DotProduct
where pal, pa2, and pa3 are points from cameral

and pbl, pb2, and pb3 are points from camera2

The RotationMatrixz that is given from the Equation 3.2 enables three dimensional
spaces of two cameras to be aligned. The next step is to build a translation matrix. The

translation matrix can be given easily through following Equation.

VA= pal

VB = pbl

MT = BuildtranslationM atriz(pl. X — p2.X,pl.Y —p2.Y,pl.Z — p2.7)
M=MRxxMT

(3.3)

where pl is a point from cameral
where p2 is a point from cameral

MR is from Equation 3.2
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<Space>
<Object Name="Printer"
PosX="532.3" PosY="-253.5" PosZ="1352.4"
Pan="-25.5712" Tilt="19.65"/>
</Space>

Figure 3.13: Example of object database in XML format.

Finally, we can build a matrix M in Equation 3.3 (i.e., also in 3.1) by applying MR in
Equation 3.2 and MT in Equation 3.3.

After the synchronization, the system could track a user’s pointing gesture in all direc-
tions. The system tracks the points of the hand and elbow, and the vector is used as a
pointing ray. Figure 3.10 shows the visualization of a tracked user, and the yellow arrow

illustrates a tracked pointing ray.

3.4.4 Server

There are two main roles in the server: maintaining object database and marking

objects. Here the details are described.

3.4.4.1 Object Database

Figure 3.13 shows an example of an object database. The database is stored in XML
format. The element Object contains six attributes. The attributes PosX, PosY, and PosZ
are the position of objects in the camera’s space (i.e., synchronized through the process
mentioned in the above). This position is used when a pointing vector is detected. Using
the direction of pointing ray and the position of objects it finds the nearest object (i.e.,
using orthogonal distance between line and point).

The name attribute indicates the name of the object, and it is used to mark the names of
the objects on transparent rectangles (Fig. 3.6(b)). The attributes pan and tilt represent
absolute horizontal and vertical rotation of the steerable camera. When user’s pointing
gesture is recognized, the server sends those numerical values (i.e., the pan and tilt) to the
camera and makes it change the direction.

Indeed construction of such object database is a tedious routine; the manual way of

gathering locations and editing XML file is time-consuming. To ease this process, it provides
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Figure 3.14: A toolkit for synchronization and object database construction.

a GUI toolkit and Figure 3.14 shows it. As mentioned, the prototype system uses two depth
cameras. Therefore, this application has two graphical panes for each cameras (i.e., Fig.
3.14(a) and (b)). When users click a point of the graphical panes, the location is shown
around Figure 3.14 (c) and (d), which are for cameras of Figure 3.14(a) and (b) respectively.
Consequently users are able to collect the locations of objects through by clicking the points
and input its name. Then, it generates the XML database file automatically.

The steerable camera’s API enables accessing to the absolute pan and tilt values. After
constructing the database, we used the software given from the camera’s vendor. First we
adjust the camera to direct a target object. Then, we could gain the pan and tilt value
through camera’s API. Then we manually input the values on the automatically generated

database file.
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Table 3.2: Summary of related selection techniques based on see-and-select. Each method
has advantages and disadvantages. With Point-Tap and Tap-Tap, it is potentially able to

satisfy all attributes in the table.

Pointing Proximity | Live Live Video | Point-Tap | Tap-Tap
based [58] | based [66] | Video on | on Mobile
[62][68][59] Tabletop | [70]
[64]
Occlusion | hard avoidable | avoidable | avoidable avoidable | avoidable
to avoid
High hard avoidable | avoidable | hard avoidable | avoidable
Density to avoid to avoid
Remote feasible infeasible | feasible feasible feasible feasible
Selection
Mobility | dependent | sufficient | limited sufficient dependent | sufficient

Dependent : It depends on the capability of tracking system.

3.4.4.2 Marking Objects

As explained above, the system marks selectable objects with half-transparent rectan-
gles. The system draws these by considering the pan and tilt values of all objects in the
database. Because pan and tilt describe absolute directions from the camera, it is possible
to determine whether the object is in view with respect to the current pan and tilt values
(i.e., absolute direction) and the field of view of the camera. Indeed, it is similar to common
techniques of projecting 3D point onto a 2D plane, which are commonly dealt in computer
graphics or linear algebra textbooks [84][85]. If the object is determined to be shown in the

image, the system draws a rectangle with its name at the appropriate position.

3.5 Comparing with Existing Techniques

Table 3.2 compares Point-Tap and Tap-Tap with related techniques. Each technique
has advantages and disadvantages. By adding one more live video view from the camera
on the ceiling, the designed techniques can satisfy all of the attributes in Table 3.2.

The pointing based techniques can face occlusion problems and this was described in
the above in detail. The pointing gesture also can be problematic when there are numerous
objects (i.e., high density). Generally humans’ pointing gesture is not much accurate [57],
but the environment of high density requires precise pointing. Therefore it can be problem.

Obviously pointing gesture supports remote selection. Its mobility is dependent on its
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implementation. If the system can track users or pointing device (e.g., XWand by Wilson
and Shafer[59]) fully in the space, its mobility can be guaranteed. Otherwise, it would be
limited.

Proximity based techniques can avoid occlusion and high density problem. Obviously
users need to be near to the target object because the selection occurs the distance between
devices within a certain threshold. However, it cannot support remote selection. This
proximity based technique can sufficiently support the mobility. Generally users should be
with a RFID tag; the mobility is guaranteed if the user is with the RFID.

Live video on large tabletop and on mobile can face occlusion problem. Because both
techniques mainly rely on the camera on the ceiling, which is a good location for avoiding
occlusion problem. Live video on large tabletop may not face problems of high density.
Because it draws the image on large platform. However, live video on mobile device is hard
to avoid this problem. Both techniques can support remote selection. The large tabletop
is usually not portable; it is hard to support the mobility. However, live video on mobile

can obviously support the mobility.

3.6 Conclusions and Future Work

Point-Tap and Tap-Tap are based on the pointing gesture and a map with live video
techniques, respectively. The new techniques were designed to enhance the capabilities of
both the pointing gesture and a map with live video systems, and the concept was verified
by comparing them to related techniques.

Current prototype system exploited only two cameras, which is obviously not enough
to cover a space wholly. However, the architecture of the system is developed in distributed
way; it can be extensible with more cameras. Developing such system and finding more

sophisticated architecture is a future direction around the implementation.



66

Chapter 4

The Effect of Familiarity of
Point-Tap and Tap-Tap

4.1 Introduction

The purpose of this chapter is to introduce a human factor that has significant effect
to proposed two techniques (i.e., Point-Tap and Tap-Tap), and the factor is the familiarity
with the space. A controlled user experiment was conducted and it confirmed that the
familiarity has the significant effect. Here the motivation, the detail of the experiment, and
the implication from the result are presented.

Indeed picking an object among multiple objects implies that humans should distinguish
an object from the other objects first. For example, we humans can easily pick up an apple
when the apple is among tens of water melons. It means we refer to the color or shape
of the apple, even without consciousness, therefore we can distinguish the apple from the
water melons.

This implies that the referable property, which is engaged to selection techniques, can
have effect on the performance of the selection techniques. For example, if we humans
are good at distinguishing colors rather than characters, basically selection techniques that
refer to colors will be better than the techniques that refer to characters.

Such referable property (i.e., color or characters in the examples) is determined with

respect to the characteristics of selection techniques. For example, we are asked to pick an
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Figure 4.1: Three components of selection techniques.

Table 4.1: Different referable properties of Point-Tap and Tap-Tap at different spaces.

Many similar objects Not-many similar objects
(e.g., office / laboratory) | (e.g., common living room)

Locations External shape

apple without vision, and then we need to rely on the tactile sense. Therefore first we need
to clarify which property is referred in Point-Tap and Tap-Tap.

The next is to determine the interaction between humans’ cognition and the referable
property. Again with the aforementioned example (i.e., if humans can distinguish colors
better than characters), indeed such assumption (if it is true) implies that there are some
relations between humans’ cognition and referable property. Why are humans better to rec-
ognize colors than characters? The investigation on the interaction between such properties
(i.e., in here the color and characters) and human’s cognition may give answers. Therefore
the relation between referable property of Point-Tap and Tap-Tap and humans’ cognition
should be investigated.

Figure 4.1 depicts the relations between three components, which are selection tech-
niques, referable property, and human’s cognition. Obviously specific selection technique
requires specific referable property (Fig. 4.1(a)). And psychologically there might be rela-
tions between humans’ cognition and referable property (Fig. 4.1(b)). Therefore the links
between three components (i.e., Fig. 4.1(a) and (b)) should be clarified.

As mentioned in the earlier, this chapter presents the result of the experiment that
investigated the effect of the familiarity to Point-Tap and Tap-Tap. First, it clarifies the
referable property of Point-Tap and Tap-Tap in specific situation. And next the relation

between the referable property and the familiarity is described.
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Figure 4.2: A common laboratory.

4.2 Referable Property Point-Tap and Tap-Tap at a Scenario

The scenario that this study focuses is that the users rely on the locations of objects as
a referable property when using Point-Tap and Tap-Tap. The detailed background of this
scenario is given in this section.

Indeed, the referable property of Point-Tap and Tap-Tap becomes different with respect
to the characteristic of the space, and Table 4.1 shows it. If there are not many similar
objects, users are able to refer only outer shape. For example, in common living room users
can recognize a microwave or a television easily by seeing its outer shape. However, if there
are many similar objects, users are hard to refer the external shape any more. For example,
in common offices or laboratories, there are many computers or displays and Figure 4.2
shows an example . In this case, indeed there is almost no means of designating a display
except referring locations.

Point-Tap and Tap-Tap can have more benefit when there are many similar objects,

because it mainly relies on the locations (see Table 3.1). Indeed when there are not many

Yhttp:/ /preilly.files.wordpress.com /2008,/10/computer-labl.jpg
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Figure 4.3: Examples of showing lists of devices in different spaces.

similar objects, they also can provide easy identifiers. Figure 4.3 shows it. Both images
(i.e., Fig. 4.3(a) and (b)) exemplify common GUIs, and they show the list of devices in
a space. As shown in here, in common living room (Fig. 4.3(a)), users can easily pick
up a television from the list because literally it represents the objects well. However, in
office like environment (Fig. 4.3(b)), it is hard to select a display identifier from the list.
Therefore, in this case Point-Tap or Tap-Tap is more preferable. And, in this scenario it

requires referring the locations.

4.3 Theoretical Background of Human Cognition on Loca-

tion Recognition

The next is to find the relation between humans’ cognition and referable property (i.e.,
the location).

The users should refer to locations of objects when using the Point-Tap or Tap-Tap in
the aforementioned scenario. Indeed referring to the locations implies that the users who
memorize the locations better can use the techniques more efficiently.

Obviously we can expect that users who use a space in everyday (i.e., familiar) may be
memorizing the locations better than users who occasionally visit the space (i.e., unfamil-

iar). Therefore, it raises the question as to whether the users who are familiar with the



Chapter 4. The Effect of Familiarity of Point-Tap and Tap-Tap 70

d

A display in front of me

L

Figure 4.4: Illustration of egocentric representation.

space exploit the see-and-selection techniques more efficiently. Another aspect on specific
techniques (i.e., Point-Tap and Tap-Tap) is whether the users who familiar and unfamiliar
with the space show similar performance on both techniques or not.

To study the effect of such familiarity we need to understand how humans recognize
the location in brain. Theoretically, there are mainly two representations that humans

recognize a location in the brain and details are given in the following section.

4.3.1 Two Representations

Humans recognize a location of object in two ways [86]. Those are egocentric and

allocentric. The details of two representations are given in this section.

4.3.1.1 Egocentric

In egocentric way humans recognize a location with the relative distance and direction
from him/herself to an object. For example, when there is a video player, it can be mem-
orized with a phrase "a video player at the left side of myself’. Figure 4.4 illustrates it.
When there are four devices in the space and a user is placed at the center. Then, the user

designates a display (Fig. 4.4(a)) with egocentric way (i.e., a display in front of me).

4.3.1.2 Allocentric

Allocentric is different. In this way, users memorize the location of an object by ana-
lyzing the relative distance and direction between objects. For example, such a phrase "a

video player at the left side of a television” can be used for memorizing a location. Figure
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Figure 4.6: Pointing vector in egocentric representation.

4.5 illustrates it. In here the user is not in the space. Therefore he is not able to describe an
object in egocentric way. In here the user designates a display (Fig. 4.5(a)) by describing

a relative location from a laptop (4.5(b)).

4.3.2 The Relations between the Representations and Point-Tap, Tap-
Tap

Point-Tap and Tap-Tap have strong relations with two representations respectively.
Indeed Point-Tap is a technique of using pointing gesture mainly and Tap-Tap relies on a
map-like interface. Therefore users need to have egocentric representation more when using
Point-Tap. Pointing gesture is to designate an object by making a vector from the user
to the object, and the vector always starts from the user (see Fig. 4.6(a)). Therefore it

requires egocentric memorization for making pointing gesture.
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Figure 4.7: Example of a laboratory map.

Tap-Tap is different. Indeed Tap-Tap relies on a video from a camera that covers whole
range of the space and it can be considered a map from the interaction centered view.
Figure 4.7 shows it. When such map is given, there is no user in there.

Such maps can be considered a WIM (World In Miniature) in virtual or augmented
reality studies [87][88], and those WIM techniques are regarded as exocentric metaphor
[89]. Therefore, the user should remember a location of an object by memorizing relative
direction and distance from an object with this scenario; it is the same way of allocentric
representation.

In summary when considering the features of Point-Tap and Tap-Tap, they require
different representations; Point-Tap relies on egocentric representation but Tap-Tap relies

on allocentric representation.

4.3.3 The Representations, Familiarity, and Hypothesis

There is an interesting relation between the aforementioned two representations and
different familiarity; the available amount of allocentric representation is being more after
users become familiar with the space [90]. It implies that there will be significant difference
between users who have different familiarity to the space if technique relies on allocentric

representation mainly.
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Table 4.2: Summary of two user groups.

Familiar group Unfamiliar group

Users who work at the space | Users who have visited
in everyday the space less than
five times in a month

As mentioned in the previous section, Point-Tap and Tap-Tap rely on egocentric and
allocentric representations respectively. Therefore we can draw the following hypothesis.
The users who are familiar with the space will use Tap-Tap more efficiently; the different

familiarity will have significant effect on Tap-Tap.

4.4 Experiment

4.4.1 Overview and Objective

There are two objectives in the experiment. The first is to verify the hypothesis. The
experiment measures the quantitative data of performance of Point-Tap and Tap-Tap from
the users who have different familiarity with the space. If a significant effect is found, then
we can argue that the familiarity with the space should be considered when deciding a
selection technique among pointing gesture and map based selection techniques.

The second is to observe user satisfaction. After the experiment, we had a small ques-
tionnaire, which asks preference.

After having data from two types of experiment, it is expected that a guide of consid-
erations for deciding appropriate selection techniques with respect to higher priority of the
space (i.e., performance or user satisfaction) will be given.

The detail of the design is described from the next section, and the prototype system

explained in chapter 4 is used for the experiment.
4.4.2 Experiment Environment

4.4.2.1 Selection and Arrangement of Target Objects

Figure 4.8 shows the installation layout and real environment. In Figure 4.8(a), the
numerical values in parentheses below each object describe its location, and the origin of
coordinate is the top-left corner. Please note that the numerical values are exact but the

locations of the objects in the figure were adjusted to include all objects within one image.
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There were eight objects for the experiments, all of which were displays. This was
intended to make users to refer only locations when making selections. If the experiment
is given with different objects (e.g., a television and a microwave), then the users are able
to distinguish the objects by referring their external shapes rather than by their locations.
Again a critical point of this experiment is to measure the performance of location recog-
nition. Therefore, similar objects should be given as targets for making users refer to only
the locations.

Figure 4.8(b) shows the real environment. Displays were located on top of desks (Fig.
4.8(b1) - 4.8(b3)), and the desks were used by real users. For the experiments, we did not
adjust the original layout of the space, and this was because users who are familiar with
the space can become unfamiliar if the objects are arbitrarily moved for the experiment.
Another critical point of the experiment is to examine the effect of different familiarity.
Therefore, the original layout of the space should be maintained.

To designate target displays, real owner’s names were used (e.g., Nicole’s display or
Scott’s display). The application for the experiment displayed the users’ names. When

there are multiple displays on a desk, we asked users to designate the middle of the displays.

4.4.2.2 User Groups

One of objectives in this experiment is to examine the relations between two techniques
and users who have different familiarity with the space. Therefore, we recruited two user
groups. Users in first group basically work in the space every day; therefore they are familiar
with the space. In this paper unfamiliar group denotes it. The other is unfamiliar group.
The users in this group had visited the space less than five times; therefore they are not
familiar with the space. Table 4.2 summarizes two user groups.

There were seven users in each group. In total, 14 users between the ages of 24 and 30

years (average, 26 years) participated. There were 12 males and 2 females.

4.4.2.3 Tasks and Measured Values

For the experiment, the application shown in Figure 4.9 was developed. When the user
pushes the start button (Fig. 4.9(a)), the system shows the name of a target object (Fig.
4.9(b)). Then users start to make selections for each target object. After one selection is

completed, the name of the next target object is shown automatically.
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Table 4.3: Overall performance and preference.
Method Type | Time (s) | Preference
Point-Tap 11.54 10 users (71%)
Tap-Tap 10.52 4 users (29%)

We asked the users to make selections for each object using Point-Tap and Tap-Tap.
The order of the selection for objects was identical for all users and both types.

Obviously users in unfamiliar group do not know the locations of objects. Therefore,
they need some time to memorize it. Before having test, all users (in familiar and unfamiliar
groups) had 10 min to practice both methods. In this time, the users who are not familiar
with the space were asked to memorize the locations of the objects.

For all cases, we measured the time taken to complete the selection. All users had

experiment with Point-Tap first and then had with Tap-Tap.

4.4.3 Result
4.4.3.1 Effect of Familiarity

Familiarity had a significant effect on Tap-Tap but not on Point-Tap. Figure 4.10 shows
graphs illustrating the effect of familiarity on Point-Tap and on Tap-Tap broken down by
group. The groups performed similarly for Point-Tap, where the familiar group took 12.8
s and the unfamiliar group took 12.9 s, on average. The standard errors of the mean were
0.67 s and 1.28 s respectively. However, they showed relative big difference with Tap-Tap
(8.2 s and 13.8 s in familiar and unfamiliar groups, standard errors of the mean were 0.37
s and 0.86 s).

To validate this difference in average we had one-way analysis of variance (ANOVA)
test, and it showed that F(1,14) = 0.0006, P = 0.97 in Point-Tap case; it implies that the
familiarity has no significant effect statistically also. In contrast, the results for Tap-Tap
showed the significant effect, with F(1,14) = 13.37, P <0.01.

Those statistic data means that the familiarity with the space showed significant effect
on Tap-Tap (map based interface) but not with Point-Tap (pointing based). Therefore we
could confirm that the theory in spatial cognition [90] is valid in this specific case (i.e., with

Point-Tap and Tap-Tap).
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4.4.3.2 Point-Tap versus Tap-Tap

The two techniques showed similar performances, but more users preferred Point-Tap
than Tap-Tap. As shown in Table 4.3, Point-Tap and Tap-Tap took 11.54 and 10.52 s,
respectively on average. Point-Tap took slightly longer. This would be due to the time

taken for the physical movement of the pointing gesture.

4.4.3.3 User Satisfaction

As mentioned in the above, another aspect that this experiment confirms is user satis-
faction. After the experiment (i.e., having selected all objects using both methods), a small
questionnaire was given. This questionnaire asked more preferable method to participants.

Ten users (71%) responded that they preferred Point-Tap over Tap-Tap (see Table 4.3).
Most of participants who preferred Point-Tap reported that they felt more intuitive and
natural when making pointing gestures. The users who preferred Tap-Tap complained the
physical fatigue; they have felt pain at the shoulder because they needed to make ten times

pointing gestures. In particular two female participants preferred Tap-Tap over Point-Tap.

4.5 Implications and Discussion

Users’ familiarity with the space had a significant effect on Tap-Tap but not on Point-
Tap. This result is consistent with the theory of cognition science [90].

First, with Point-Tap (Fig. 4.10), both familiar and unfamiliar users showed almost
similar performance, which means even users who are not familiar with the space had no
problem of remembering the locations well. In contrast, with Tap-Tap two user groups
showed different performance and it was statistically significant also.

It implies that the users who are not familiar with the space (i.e., unfamiliar group) were
the locations of the objects with egocentric representations, i.e., the direction and distance
from themselves to the objects, and thus they had no significant problem using a pointing
gesture because it relies on the same representation. However, Tap-Tap requires different
representation (i.e., allocentric), and this representation is not readily available until users
have become familiar with the space [90]. Thus, it confirms that the familiarity with the

space had a significant effect on Tap-Tap; the expected familiarity with the space should be
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Table 4.4: Summary of beneficial places for Point-Tap and Tap-Tap.

Familiar Unfamiliar
Satisfaction | Point-Tap Point-Tap

Ex) Staff lounge | Ex) Museum
Effectiveness | Tap-Tap Point-Tap

Ex) Office Ex) Lecture room

considered at least when deciding a selection technique among two techniques (Point-Tap
and Tap-Tap).

With this observation, it can deduce a guide of deciding a selection technique with
respect to user’s familiarity with the space and higher priority.

Table 4.4 summarizes the choices. When user satisfaction is more important, Point-Tap
will be more promising for both types of user (i.e., familiar and unfamiliar with the space).
This is because 71% of users preferred Point-Tap over Tap-Tap (see Table 4.3). When
effectiveness has a higher priority, Tap-Tap will be better if the users are familiar with
the space because users in the familiar group took less time with Tap-Tap than Point-Tap
(Tap-Tap: 8.2 s, Point-Tap: 12.8 s; see Fig. 4.10). However, if the users are unfamiliar
with the space, Point-Tap will be more promising because they took 12.9 s with Point-Tap
but 13.8 s with Tap-Tap (see Fig. 4.10).

An important factor for a usability test is the failure rate. In these experiments, there
was no case of failure. In the experiment, users were asked to make a rough pointing
gesture (or tap in Tap-Tap) and complete the selection by picking one rectangle on the
mobile device screen. These were relatively easy tasks and the participants were hard to
make failure cases without mistakes. Another reason of no failure case is that the density
of target objects was low. Four objects were shown at the same time at maximum and
there were no overlaps among objects. Those are the main reasons why there was no case
of failure. It is expected that higher densities would affect the techniques differently, and
further investigations in such an environment should be conducted.

The order of the experiment is important because it can have effect on its result. There-
fore most of user experiments have a counterbalanced design. However, in this experiment
has one order: all users first had the experiment with Point-Tap and after then had it with
Tap-Tap.

However, the result of the experiment is still valid because the users who are not familiar

with the space can become more familiar with the space through the test with Point-Tap.
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The main reason of poor performance of unfamiliar group with Tap-Tap is they did not have
much memory of allocentric representation and it can be gained after becoming familiar
with the space. In the experiment, even though the users have a session with Point-Tap
but still showed significant difference with Tap-Tap, which means even though the users
have more time to become familiar with the space, indeed exactly the time of the first
session, they still have less allocentric representation. Therefore, the result of experiment
is meaningful and the implication is valid.

In general, males have better spatial cognition [91]. In our test, there were two fe-
male participants and they were in the unfamiliar group. We compared the results of the
two females to the results of the male participants in the unfamiliar group, and found no
significant difference. With Point-Tap, male and female users took 13.8 s and 12.1 s, re-
spectively, on average. With Tap-Tap, they took 13.2 s and 15.2 s. Hence, female users
showed a slightly faster speed with Point-Tap and a slower performance with Tap-Tap. We
conducted a one-way ANOVA test with the averaged results of Tap-Tap, but there was no
significant effect (F(1,14) = 0.91, P = 0.38).

4.6 Conclusions

The experiment focused on two factors: users’ familiarity with the space and user
satisfaction. The result showed that Tap-Tap has the significant effect from the familiarity
but Point-Tap is not. This result is consistent to a theory in spatial cognition science (i.e.,
users have the more memory of allocentric representation after becoming familiar with the
space). Therefore users’ expected familiarity with the space should be considered at least
when deciding an appropriate technique among two techniques.

In user satisfaction questionnaire, Point-Tap marked higher score than Tap-Tap. Most
of users reported Point-Tap is likely more natural and intuitive. On contrast, some of users

preferred Tap-Tap because pointing gesture in Point-Tap imposes some physical pain.
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Figure 4.9: The application used for the experiments with both techniques.
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Chapter 5

Conclusions

This study focused on providing more convenient tools for target acquisition in the
augmented space. In augmented space, it is expected that there will be more and more
devices; all of them are interactive, and users in the space need to access the devices more
frequently. For having the interaction with such devices, obviously the users need to access
the devices physically or have an interface connected to a target device. The process of
accessing the devices is called the target acquisition.

Obviously the process of accessing a device requires some physical movement (i.e., hold-
ing a controller or approaching a physical device). To remove the physical movement, this
study proposed an always available interface, which is called the palm display. The palm
display is designed to enable an always available interface in a space without any temporal
or spatial constraints. Therefore, the users were able to access to the palm display always;
the users do not need to move physically to hold an interface.

Indeed, there have been many related studies to provide such always available interfaces.
However, most of them were based on wearable computers; it requires at least small physical
burden of holding a device. Or, some work provided such always available interfaces using
infrastructure, which does not impose the physical burden. However, the existing work
using infrastructure has not provided the direct manipulation metaphor, which is usually
employed in common mobile device. Rather than, they provided some gesture or physical
metaphor based interaction schemes, which may require some learning curve.

The palm display can be considered an infrastructure based always available interface
and it provides the direct manipulation metaphor, which requires almost no learning curve

to users. Indeed the palm display is the first work that provides such features, and this
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is the main contribution of the palm display. With this concept, it enabled a prototype
and proposed an implementation method of enabling it and the user study found that the
current implementation can be used for applications with simple layout. The concept of the
palm display will open the door to study this domain (i.e., infrastructure based interface
that provides direct manipulation metaphor) and the proposed technology for enabling it
will be a basic technology for improving the capability.

When such always available interfaces are freely given in a space, obviously users need to
establish the connection between the interface and a target device (i.e., selection). Among
existing selection techniques, the techniques with see-and-select concept are appropriate in
particular when there are many similar objects (e.g., common offices or laboratories).

There are many techniques that provide the see-and-select features, and pointing ges-
tures and live video based techniques among them can support the remote selection and
the mobility; those two techniques (i.e., pointing gesture and live video on mobile) were
selected as the study subjects.

The problem of pointing gestures is occlusion; indeed the pointing gestures can be valid
only when there is no physical barrier between users and target objects. Problem of live
video on mobile device is it can require precise pointing when there are too many selectable
objects; obviously user should pick up an object precisely when there are too many objects.
The problems on both techniques can be resolved when there is an additional view because
the additional view can provide different perspective based on different locations; it can at
least provide more plausibility of avoiding the occlusion problem. Also, this additional view
can be used as a magnified view for small live video.

With those concepts, two techniques were proposed which are called Point-Tap and Tap-
Tap respectively. Both techniques rely on a view from a steerable camera. The steerable
camera was installed at the middle of the ceiling, which is the most promising position that
can avoid the occlusion (i.e., for pointing gesture), and it can provide a naturally magnified
view for small live video. They contribute to address the aforementioned problems and the
concept was verified by comparing them with existing techniques.

The evaluation confirmed the significant effect of the familiarity with the space when
using two proposed techniques. Two techniques rely on egocentric (Point-Tap) and allocen-
tric (Tap-Tap) representations respectively. A theory in spatial cognition is that users can

have more memory based on allocentric representation after they become familiar with the
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space [90]. This theory enabled us to build a hypothesis: the users who are familiar with
the space will use Tap-Tap more efficiently.

To verify the hypothesis, a controlled user experiment was conducted and it found the
significant effect. It implies that the theory in spatial cognition study is still valid for
this specific case (i.e., with Point-Tap and Tap-Tap) and this factor (i.e., the familiarity)
can be considered when deciding a selection technique among two techniques. With this
implication this study suggested a guide for deciding selection techniques with respect the
priorities of spaces (see Table 4.3).

In conclusion this study found the followings.

1) It is able to provide an always available interface that supports direct manipulation
metaphor but based on the infrastructure. Therefore the users can use the interface without
any physical burden of holding a device because it relies on the infrastructure not on
wearable computers. And also the users do not need to learn its usage because it provides
the commonly used direct manipulation metaphor.

2) The problems of selection techniques with pointing gesture (i.e., occlusion) and live
video on mobile (i.e., high density of objects population) can be addressed by using a
steerable camera on the ceiling. The images from the steerable camera at least have more
plausibility of avoiding the occlusion, because the camera is installed on the ceiling. Also,
this view can be used for providing the naturally magnified view for the small live video
based technique.

3) The familiarity with the space should be considered when deciding a selection tech-
nique for a space among proposed two techniques (i.e., Point-Tap and Tap-Tap). A con-
trolled user study found that the significant effect on the familiarity. The user’s familiarity
with the space can be estimated by expecting the usage scenario of the space; the familiarity

with the space is possible to estimate and should be considered.
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