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Abstract 
 
 

 
 Lifelogging technologies can support human memory. Recently, due to their rapid 
development, these technologies became affordable to the public. For further spread of lifelogging 
devices, our goal is to design and develop an interface that enables users to find past moments in the 
most efficient way, while aiding memory recall at the same time. To achieve this goal, we conducted 
several surveys to psychologically understand how lifelog mediate human memory and to find the 
combination of cues that are most valuable in evoking memory recall. Based on these results, we 
developed a web application that displays lifelog images, enables keyword search, and suggests 
related keywords that are efficient in eliciting further recall.
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Chapter 1.  
Introduction 
 

1.1 Fruition of Lifelog 
 
Human memory is volatile, therefore technologies for storing every personal experiences 

have been anticipated for quite a while. In 1945, Bush proposed Memex as “a device in which an 
individual stores all his books, records, and communications, and which is mechanized so that it may 
be consulted with exceeding speed and flexibility” [4].  He did not foresee the exact technology to 
accomplish this at that time, but recently the development of “wearable computers” and massive 
increases in digital storage made Bush’s vision a reality. Mann created a prototype of a “wearable 
computer” in the early 1980s [18], which was “equipped with a head-mounted display, cameras, and 
wireless communications”. In the early 2000s, wearable light-weight devices with multiple sensors 
designed to capture the user’s experience, such as SenseCam [12], Vicon Revue [27], and Narrative 
Clip [22] became affordable to the public. As of storage, impressive increases in digital storage 
enabled systems such as MyLifeBits[11], Haystack[14], and Stuff I’ve Seen[8] to store and retrieve 
metadata. 

 

 

1.2 Benefit of Lifelog 
 
Since we became capable of recording and storing our everyday life, terms like “lifelog” and 

“lifelogging” came into use. Lifelog represents the act of recording one’s personal data continuously 
(such as photos and videos from one’s viewpoint, audio, location, activity log on computers, 
biometric signals and others), or the record itself. There are many potential benefits in lifelogging, but 
by far the most commonly invoked one is supporting memory recall and reminiscing about past 
personal experiences [24]. Bell et al. emphasize that “digital memories allow one to vividly relive an 
event with sounds and images, enhancing personal reflection in much the same way that the Internet 
has aided scientific investigations” [2].  
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1.3 Capturing Method 
 
Two types of lifelog exist: total capture and situation-specific capture [24]. Total capture is a 

complete record of everyday life, whereas situation-specific focuses on events such as meetings or 
certain habits, aiming to capture rich data on a complex event. Sellen et al. emphasized the importance 
of capturing everything, not intentional selection of moments to capture. Sellen et al. also stated that 
passively captured images “cause people to remember more events than they would with their own 
actively-captured events” [23]. 
 

There are many ways to capture experiences, such as by video, audio, geographic data, heart 
rate, and even brain wave activity [1, 13, 9, 29, 16]. However, when it comes to recalling memories, 
many researchers observe that photos are the most promising and convenient method. Prior work 
stated that records with visual aid support a more effective recall of past events than paper diaries [9]. 
Another prior work stated that photos in general were better than videos for recalling details, because 
photos leave the users some room for inferring the context of the situation [5, 6]. Therefore, in this 
paper our capturing method will focus on total and automatic capture, via photos. 

 

 

1.4 Overview 
 

Since it has become possible to record and store our everyday events, researchers are 
focusing next on how to make use of the captured data. Neither recording technology nor data 
capability defines the productivity of lifelog; an interface that enables users to find what is most 
valuable to them is the key to a wider spread of lifelog. We strongly believe that a lifelogging system 
designed to provide users with cues that are effective in quick memory retrieval will be needed in the 
near future.  

 
Therefore our goal is to first understand what cues are valuable in recalling memories, then 

discuss what designs would be appropriate in providing users with those effective cues. We believe 
our research will contribute to providing realistic explanations on how a lifelogging system support 
memory recall, and making them more familiar and worthy to the users. 
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More specifically, our approaches are:  
(a) conduct a preliminary survey to understand the difference between independent memory recall 

and lifelog-dependent memory recall 
(b) find memory cues that are valuable in memory recall when viewing captured lifelog 
(c) design and develop a lifelog viewing system that enables users to efficiently recall memory, by 

providing the cues found in the preliminary survey 
 

The rest of the paper is structured as follows: in chapter 2 we introduce related work and 
explain how our approach is different from them. In chapter 3, we describe the surveys we conducted 
and discuss the analyzed results. Then we describe the design decisions and architectural details of our 
system. We conclude with a discussion on our findings, limitations of our work, and a brief overview 
of the future work. 
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Chapter 2.  
Related Work 
 

2.1 Recalling Memories 

 
Human memory is known to be a reconstructive process mediated by cues [5, 28]. 

Reconstruction is about “deducing that one must have participated in some event even if one can’t 
actually recollect it” [16]. For example, a participant might think “I do not recall being told to send an 
e-mail to this client, but my boss must have given me the instruction to do so since I have a memo 
written on my notebook”. 
 

When it comes to reviewing lifelog, memory is elicited by either “true recall” or 
reconstruction. “True recall” is the act of recollecting or mentally reliving an event from the past, 
which Tulving names it as “episodic memory” [25]. Lifelogging systems seem promising because 
“lifelogging tools can both promote such reconstructive inferences, as well as support genuine recall” 
[23]. Since it is known that memory recall is shaped around memory cues as trigger, researchers of 
lifelogging systems focus on narrowing down to memory cues that are more effective.  

 

2.2 Memory Cues 

 
Since memories are reconstructed based on memory cues, recent approaches in lifelogging 

systems are designed and built upon statements saying that providing where, what, and who as 
memory cues cause effective memory recalls. Brewer stated that place, events, and people are stronger 
cues than time in recalling memories [3]. Thus, rather than asking “what were you doing on 
2015.9.26?”, asking “when was the last time you had lunch with your friend Naomi at the cafeteria?” 
would be better. Wagenaar discovered that the most successful order was when what was given first, 
followed by when as cues [28]. He also stated that when by itself was useless, and that the combination 
of cues who and what showed significant recalling accuracy as well. These observations with regard to 
memory cues were made in 1980s, long time before lifelogging systems became popular. Nevertheless, 
they constitute a strong basis for recent research. 
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2.3 Extracting Efficient Moments 

 
Considering that lifelog data can be enormous (images taken every 30 seconds for 18 hours 

sum up to more than 2000 photos to review a single one-day event), researchers are now aiming to 
extract moments which are efficient in memory retrieval. In doing so, they focus on the cues 
mentioned above. 
 

Memon focused on a physical object (person or a thing) as key cue, and found that 
presenting archives that include specific objects is effective for memory recall [20]. In his research, he 
developed a prototype using Android smartphone that is capable of “autonomously identify(ing) the 
people and objects interacted by the user together with the usual logging activity”. With his prototype, 
the “required lifelogs can be easily retrieved based on the people and objects currently present near the 
user. Likewise, the lifelogs related to the present or user defined location may also be directly accessed 
if the lifelog device possesses the records of any previous visits to that place”. For example, whenever 
a user sees a person whom he had a meeting with before, he would use the prototype to recognize this 
person, then the prototype would automatically search and present the user with archive photos in 
which that person appears in. Memon states that, by doing so, the user can effectively remember what 
the situation was (where, when, the topic they were talking about) when he last saw that person. 
 

Kalnikaite et al. developed lifelogging systems that provide the user with (a) visual record 
only, (b) geographical record only, and (c) both visual and geographical record. Then, they compared 
their effect on user’s memory recall [16]. The results showed that each set of information resulted in a 
different type of memory recall; visual images evoked simple recall of past events, while geographical 
records allowed users to infer what must have happened at that time or how they must have moved 
from one place to another, according on where the user was before and after a certain length of time. 
Therefore, they concluded that different types of memory cues prompt different ways of remembering. 
Participants in this research preferred visual aid and locational information to be provided together, 
since recall and inference put together resulted in a more efficient memory recall. 
 

Lee et al. developed a system which automatically selects the most efficient cue within the 
captured lifelog, with its aim to support people with memory impairment and their caregivers [17]. 
The system first “captures photos, ambient audio, and location information and leverages both 
automated content/context analysis and the expertise of family caregivers to facilitate the extraction 
and annotation of a salient summary consisting of good cues from the lifelog”. “Good cues” are 
calculated by: identifying photos containing faces, identifying the movement of the user, recognizing 
an object within a photo, or breaking up experiences into distinct actions. Their system heuristically 
finds the most appropriate cue then presents the photos with red rectangles emphasizing the so-called 
“good cue” within the archive. The results showed that viewing the pictures automatically selected and 
presented by the proposed system was progressive in recalling more over time, and patients felt more 
confident about their past experiences.  
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Many researchers seek useful ways to utilize archived data by designing effective retrieval 
cues. However, they lack in psychological understanding of human memory and theoretical evidence 
on how their designs support memory recalls. The proposals introduced above are substantiated by 
retrofitted experimental data, therefore they lack in theoretical explanation and evidence on how their 
systems support human memory. Without revealing how people mediate memory from lifelogging 
systems, we can only take a best guess at designing a more effective system. Therefore, our goal is to 
conduct several surveys in order to psychologically understand how lifelog mediates human memory, 
then to design and develop a lifelogging system based on the surveys’ results that supports the user’s 
memory recall as much as possible.
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Chapter 3.  
Methodology 
 

In order to psychologically understand how lifelog mediates human memory, and to 
determine the cues that are valuable in recalling memories, we conducted several surveys as described 
below. Then, based on our results, we developed a lifelog viewing system designed to effectively 
support memory recall. 

 

3.1 Preliminary Survey 

 
 In our preliminary survey, we compared independent recall against lifelog-dependent recall 
in order to understand the difference between them. We also observed closely on how the participants 
recalled their memory, so that we can narrow down our focus on cues that are expected to be valuable 
in recalling memories.  

 

3.1.1 Method 

 

We gathered 8 participants (6 males and 2 females), with ages ranging from 21 to 52 years 
(average age 29.25 years), from inside and outside of the University of Tsukuba. Each of them put on 
a wearable camera called Narrative Clip on their upper chest facing the front. Narrative Clip is a 
clip-on device which automatically captures photos every 30 seconds and can be bought online. 
Narrative Clip comes with an official viewer system, so that the user can view the photos captured by 
the device. The participants wore the device for 4 continuous hours somewhere between 9 am and 7 
pm. During that time, participants were free to do anything and go anywhere, allowing the device to 
capture a part of their daily life.  

 
A week later, we conducted the recall stage where we asked the participants to recall what 

they were doing when they were wearing the Narrative Clip and compared independent recall against 
lifelog-dependent recall. Here, we define independent recall as recalling past experiences without 
seeing or referencing any information. Participants independently tried to recollect what has happened 
during their capture stage, until they reached the point where they could not remember any more. As 
opposed to independent recall, lifelog-dependent recall is where participants are able to review photos 
that Narrative Clip automatically took via its official viewer system. The photos taken within the 4 
hours added up to approximately 500 photos, providing participants with visual aid of what was in 
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front of them during the capture. By comparing these two methods, we aimed to understand how much 
they could remember and how they would elicit their memory for each method. 

 
During the recall stage, we divided the participants into two groups, each consisting of 4 

people. The first group first experienced independent recall, then, without any pause, experienced the 
lifelog-dependent recall. The second group experienced only the lifelog-dependent recall. After 
recalling, both groups answered the questions “What were the events that you recalled?” and “How 
did you remember those events (what cues did you trace)?”. 

  

3.1.2 Results 

 

The average number of events recalled was 15.0 for independent recall by the first group, 
and 28.5 for lifelog-dependent recall by the second group (see Figure 1). This shows that even though 
the participants did not have much trouble remembering events that happened a week ago, 
lifelog-dependent recall supported more memory recall, by approximately twice the amount. We 
performed the f-test and the t-test in order to statistically evaluate the results. An f statistic result from 
the data was p = 0.242529867292555 (p > 0.05) meaning the data was normally distributed. Then we 
performed the t-test with no-correlation but normally distributed situation, and obtained p = 
0.089504762775408 (p < 0.1). Therefore the results statistically show that there tends to be a 
significant difference on the number of events remembered between independent and 
lifelog-dependent recall. 
 

This fact supports the research performed by Microsoft with their wearable camera, called 
SenseCam [21], and the research by Kalnikaite et al. [16]. Microsoft emphasizes on the effect lifelog 
photos have on alleviating memory loss by having their results open to the public. Kalnikaite et al. 
concluded that presenting users with visual aid caused better recall. Moreover, our preliminary survey 
provided concrete evidence of this statement as well.  



 9 

 

 
 

Figure 1. Comparison of number of events recalled by independent recall  
versus lifelog-dependent recall 

 
 

The remembered events for independent recall consisted of: events unique to that date 
(events that do not happen often), everyday events or routine (such as having lunch or going back 
home), and events that users spent most of their time doing. In addition to those events, by viewing the 
lifelog the users were able to recall: more specific events, their feelings towards the event, background 
of how the event happened, unexpected trouble, small events that occurred, and exact names and 
positions of the persons that were present at the place. With these details added up, the number of 
events recalled doubled when viewing lifelog. Sellen et al.’s remark [23] that passively-captured 
photos cause more recall on past events can be backed up by our results as well. By capturing 
moments fairly and frequently, users were able to vividly remember the events that happened that day 
or feelings toward that day, because they could recall the details that slipped out of their mind. We 
believe people do not spend their days driven to select what moments they want to capture to recall 
later on. People are living by the moment, therefore it is only natural that lifelog should be passively 
recorded.  

 
With regard to the answer to the question “How did you remember those events (what cues 

did you trace)?”, the cues were very different according to their recall method (see Figure 2). For 
independent recall, we can see that the participants thought of the date and time provided, thought of 
the schedule a few days before and after the experiment date, calculated backwards what they were 
doing on the experiment date, and chronologically recalled what happened on that date using: unusual 
events, who they met, and where they have been as cues. However when it comes to lifelog-dependent 
recall, we can see that users directly recalled what they experienced from cues such as who is in the 
picture, where they were, what they had in their hands, and what they see on their computer or 
smartphone screens. These findings support the prior statements that memories are reconstructed by 
cues [5, 28]. Furthermore, our results indicate that independent recall evokes chronological recall on 



 10 

memories, and that lifelog-dependent recall evokes direct cue-oriented recall. To the best of our 
knowledge, no other researchers have emphasized the difference between recall processes and found 
the chronological versus cue-oriented elicitation. Mathur et al. designed a lifelog search system and 
made a comparison between date-ordered-chronological search and person-or-thing-oriented search. 
Their results implied that “linking of events is more beneficial when people are browsing their lifelogs 
with a specific goal in mind” [19]. Their research only applies in faster search of archived data, but our 
results broaden out to recalling methods. The characteristic in which people tend to directly recollect 
memory by provided cues within lifelog photos, highlights the importance of revealing what cues are 
valuable. 

 

 

 
Figure 2. Cues used in independent recalls and lifelog-dependent recalls 

 
 

In addition, seeing objects evoked caused users to recall emotional feelings or background 
information on that object. For example, when a participant was given an explanation by another 
person about a deck of cards (answering questions written on those cards will tell about oneself), 
seeing those cards in a picture caused the participant to remember what he talked about during that 
session and what results he got. In a different situation, an expensive machine was in the picture and a 
participant recalled his professor buying that machine a few weeks ago, since it was new and 
extremely precious to his laboratory. As we can see from these results, objects in a picture represent 
not merely an object, but an important cue in supporting emotional feeling and background 
information related to that object. 
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The same may apply to people’s faces. Three participants answered that looking at faces in 
photos allowed them to recall the content of the conversations they had. However, one participant 
spent about an hour with a friend, but could not recall the topic of conversations by viewing her photos. 
So far, we can observe that presenting users with faces of people they have spent time with supports 
memory recall of what they did together, but further investigation is needed to confidently say that 
faces also enable recall on the content of the conversations they had. 

 
Up to this point we have compared independent recall done by the first group versus 

lifelog-dependent recall done by the second group. Next, we compared how (a) viewing lifelog after 
independent recall differs from (b) viewing lifelog without independent recall. The method (a) was 
conducted by the first group, and the method (b) was operated by the second group. The goal of this 
task is to examine whether the method of viewing lifelog photos by itself has a promising impact on 
memory recalls. 

 
The average number of events recalled by independent-then-lifelog-dependent method was 

25.5, and 28.5 for lifelog-dependent-only recall (see Figure 3). The numerical values were not very 
different, thus we performed the f-test and the t-test in order to statistically evaluate the results. An f 
statistic result from the data was p = 0.314618801 (p > 0.05) meaning the data was normally 
distributed. Then we performed the t-test with no-correlation but normally distributed situation and 
obtained p = 0.723942572311238 (p > 0.05). Therefore, the results statistically show no significant 
difference on the number of events remembered between independent-then-lifelog-dependent recall 
and lifelog-dependent-only recall. 

 

 

 
Figure 3. Comparison of number of events recalled by independent-then-lifelog-dependent  

recall versus lifelog-dependent-only recall 
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The content of remembered events for each recalling method did not show much of a 
difference either. For independent-then-lifelog-dependent recall, after viewing photos participants 
were able to recall: one whole event they could not recollect on their independent recall, the accurate 
sequence of events, the fact that a user chose a different route than usual, and generally more detailed 
information of events. We can see that lifelog-dependent recall filled the gaps that independent recall 
could not fill, but the characteristics of recalled matters were similar: more detailed information, 
specific circumstances of an event, and background information of an object within a picture. 

 
With regard to the answer to the question “How did you remember those events (what cues 

did you trace)?”, the cues were very similar between independent-then-lifelog-dependent recall and 
lifelog-dependent-only recall (see Figure 4). Even though the number of answered cues was not the 
same, the trend of cues was similar. They can be narrowed down to who they were with, what was in 
their hands or in the picture, where they were, and whether they were looking at a computer or 
smartphone screen. This is similar to Brewer and Wagenaar’s statements on cues [28, 3]. Our result 
implies that an object (what they had in their hands, including food, and what physical object was in 
the picture) facilitates memory recall the most, followed by the information on who is in the picture. 
These results are practically equivalent to Wagenaar’s conclusion, and we can agree that when as a cue 
by itself does not seem to have a place in recalling memories. Cues on where the picture was taken 
seem to trigger memory as well, as Brewer claimed. However, the most significant outcome of our 
survey is that computer or smartphone screens captured in a picture seem to tell many things to the 
user. Computers and smartphones are now very popular and commonly used in our everyday life, and 
seeing what was on the screen through the photos helps in recalling what the users were doing with it, 
such as texting to a friend, searching for a keyword on the internet, reading the news, or working on 
their school tasks. Personalized computer devices were not as popular in 1980s when Brewer and 
Wagenaar conducted their research. The change in our life styles throughout the years seems to have 
made information on screen become an important cue. 
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Figure 4. Cues used in independent-then-lifelog-dependent recalls and lifelog-dependent-only recalls 
 
 

In summary, the results from our preliminary survey showed that 
(a) presenting the users with lifelog photos supported better memory recall than independent 

recall, by twice the number of events 
(b) starting right away with viewing lifelog photos supported a sufficient amount and content of 

memories to be recalled 
(c) by reviewing the captured photos, users were able to remember: more detailed information 

on events and situations, accurate sequence of events, and background information on 
objects within the picture 

 
More importantly, the highlight of the results are as follows:  
(d) independent recall caused users to chronologically recall the past, whereas lifelog-dependent 

recall caused direct and cue-oriented recall 
(e) cues on what was in the picture or what the users were holding in their hands, who they were 

with, where they were, and, last but not least, what was on the user’s screen seem to have the 
potential of being the most valuable cues in recalling memories 
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3.2 Additional Survey 

 
 Next, we conducted an additional survey to specifically determine which cue or what 
combination of cues are most valuable in recalling memories. 

 

3.2.1 Method 
 
We gathered 4 participants (all different from the 8 participants from the preliminary survey), 

all male, aged 22 or 23 years (average age 22.5), within the University of Tsukuba. Each participant 
wore a Narrative Clip for 4 continuous hours, somewhere between 9am and 7pm. Similarly to the 
preliminary survey, they wore the Narrative Clip on their upper chest facing front, and the device 
automatically took photos every 30 seconds during the 4 hours. A week later, we first asked the 
participants to view their lifelog photos via Narrative Clip’s official viewer system and recollect what 
they were doing a week ago. Then, for each event that they recalled, participants were asked which 
one or which combination of cues out of the 5 cues they could remember. The 5 cues we prepared 
were “who, what, screen, where, and when”. For example, if a participant remembered having lunch 
with her friend at the cafeteria, cues on her remembered event would be “who, when, and where”. If 
she remembered having sandwich for lunch, “what” would also be included. In another example, if a 
participant recalled working on an assignment at his desk in his laboratory, the recalled cues would 
be “screen and where”. The participants were free to choose any number of cues, therefore the number 
of possible combinations added up to a total of 31 (5 (only one cue) + 10 (2 cues) + 10 (3 cues) + 5 (4 
cues) + 1 (all 5 cues) = 31).  

 

3.2.2 Results 
 

Out of the 31 patterns, the combination of cues the participants chose for each event is shown 
in Figure 5. The total number of events the participants recalled was 57, and by far the most chosen 
combination was “what and where”, followed by “who and where”, “screen and where”, “who, what, 
and where”. An example of cases where “what and where” were chosen would be: “I took out a bottle 
of coke out of the refrigerator”, or “I was reading a comic book at the sofa”. For cues “who and 
where”, an example would be “I was talking to a friend on our way back to the laboratory” or “I was 
discussing a project with a friend near the table”, and so on. 
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Figure 5. Combination of cues the participants remembered for each event 
 
 

As we can see from Figure 5, the cue where was chosen in every single combination except 
one, which ranked second from the last. We believe the results point out that information on where a 
person was at the time is well remembered, even after a week, and is a valuable cue in representing an 
event. Even more, where was the only cue that had an effect in recalling memories by itself. The top 
three combinations each involved what, who or screen, together with where. In this regard, an object 
or a person is not necessarily involved in daily events, but users are always somewhere, whether the 
place is in the laboratory, at the cafeteria or moving from one place to another. This might be one of 
the reasons why where as a cue by itself has an important value. Altogether, it can be said that where 
was the most common cue a person remembers about past events.  
 

When it comes to the combination of cues, two cues seems to be enough in representing 
event. Wagenaar found that “the probability of correctly answering questions increased when more 
cues were given” [28], and our results confirm his finding. A similar result was claimed by Memon, 
who said that more than 20 days after the event, “the users were more interested to retrieve lifelogs 
specific to their current situation by combining various key element combinations” [20]. Therefore, 
providing users with multiple cues makes it more likely for them to recall the correct and specific 
moment of their past. 
 

These results conform with Brewer’s statement that place, events, and people are strong cues, 
as they appear on 4th place in Figure 5. We also showed that even stronger combinations of cues exit. 
However, our results conflict with what Wagenaar stated, i.e. that the combination of “what and when” 
are the strongest. This combination did not appear in our results. We will discuss further, in the 
Discussion and Future Work section, what could have caused this difference. 
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From the preliminary survey we found that screen as a cue has revealed its presence in our 
daily life. As we can see from our additional survey results, participants spent a lot of time in front of 
screens, especially computer screens. Some might say that computers or smartphones represent objects, 
therefore screen as an independent cue is not approvable, and that it should be counted in as what. 
However, we strongly believe in the presence of screen as an individual cue. These objects are not 
merely objects, because people often recall the interactions they had with them, as explained earlier in 
3.1.1 Results. What the participants did with their computer or smartphone might be: interacting with 
someone far away; gathering information on some topic using the Internet; studying or reading; and 
working on task, such as developing a software. From this perspective, we believe screen as a cue is 
valuable in representing a participant’s activities. 
 

In summary, we found that the combination of cues “what and where” was most commonly 
remembered, followed by “who and where”, “screen and where”, “who, what, and where”. The 
strongest cue as an individual was where, and it was the only cue that participants used when 
representing their events with a single cue. Compared to previous research, we found that screen as a 
cue is valuable in representing our everyday life. 
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3.3 System 
 
 In this section, we will first discuss our design decisions based on what we have achieved 
from our preliminary survey and our additional survey. Then, we will describe the environment our 
system was developed under. Finally, we will describe the architecture of our system by first 
explaining the overview, then by listing up the detailed mechanism of our system. 

 

3.3.1 Design Decisions  

 
According to Bush, the ultimate version of Memex would be a system which could do the 

following: “with one item in its grasp, it snaps instantly to the next that is suggested by the association 
of thoughts, in accordance with some intricate web of trails carried by the cells of the brain” 
[4].  Mathur et al. found that “linking of lifelog events promotes faster recall in goal-oriented 
browsing” [19]. Memon clarified that users tend to retrieve a specific moment of their lifelog by 
combining various key elements [20]. From these works, we can assume that when searching through 
lifelog for a particular moment, having information hyper-linked would cause a faster recall. There are 
many situations in daily life where we remember a part of an event but cannot recall the whole story. 
By having key elements hyper-linked, searching through the archive would be much more helpful 
since eliciting a cue from another cue would be possible.  

 
From our surveys we found that lifelog allows users to recall their past in a cue-oriented way, 

and discovered the combination of cues that represent user’s events. These cues are “where, what, who, 
and screen”, and they are equivalent to what Bush referred to as “intricate web of trails”. Hence, 
having these cues hyper-linked would drastically make lifelog search faster and meaningful to the 
users. For example, when a user is looking for a moment where she went shopping with her friend 
Kate at the Central Shopping Mall, but cannot remember what she bought, she can first search for the 
moments that include Kate and Central Shopping Mall as tags. Then our system would provide the 
user with all the merchandise they bought that day (e.g. a jacket, skirt, and a pair of earrings) as cues 
on what. If the two spent time watching a screen (e.g. a digital map of the mall displayed on a large 
screen ), the cue screen would also be provided. By seeing the suggestions made by our system, the 
user could recall what they bought together. In addition, by entering a name of a specific item or a 
screen tag as a keyword, the system will reveal photos that include the item or the screen. This would 
make memory recall much faster than going through photos taken during the 2 hours they spent at the 
mall, which would add up to approximately 240 photos. 

 
Therefore, we will design our system to save information on photos by who they were with, 

where they went, what they were interacting with, and what screens were involved. When searching 
for a moment with a keyword, the system will automatically (a) show moments that include the 
entered keyword and (b) list up cues that are linked with the keyword as a suggestion.  
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3.3.2 Environment 
 
We created a web application that operates under our local MySQL server. We developed 

our system on a laptop computer, with a display size of 1366 by 768 pixels. Coding for the frontend 
was performed in html and JavaScript, and coding for the backend was performed in PHP (see Figure 
6). A web browser such as Chrome, Internet Explorer, and Safari is needed to activate the system.  

 

3.3.3 Architecture 
  
 In this section, we will describe the architecture of our system in three steps. First, we will 
explain how the lifelog data is managed in our system. Second, we will we will list the functions our 
system preforms, from the user’s point of view. Third, we will describe in details how the system 
manages the data in the backend. 
 
 Figure 6 illustrates the overview of our system. The wearable lifelogging device, Narrative 
Clip, first captures photos as lifelog data. Then, our system loads the lifelog data and displays them. 
The user can select photos then add tags to the selected photos, and search for photos that include the 
entered keyword. File names of the lifelog data are saved in the database as paths, and the tags the 
user added are also saved in the database. When the user searches for a keyword, our system retrieves 
data from the database on tags that include the entered keyword, the paths of photos that include the 
keyword as tags, and tags linked to the entered keyword. Then the system displays the tags that are 
linked to the entered keyword, and photos that include the keyword as tags. 
 
 

 
 

 
Figure 6: Overview of our system 
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 The user can facilitate our system by performing the following:  
 

1. Take photos using Narrative Clip. Set up Narrative Clip’s official uploader so that copies of 
pictures will be saved on the local drive when Narrative Clip is plugged into the computer. 
Move copies of photos to the designated directory. 

2. Open the application. The application will automatically load photos from the designated 
directory and display them in a grid layout. 

3. Select photos (see Figure 7). Select single photo by clicking on the image, or select multiple 
images by pressing the shift key at the same time. A red box will surround the selected 
images to distinguish it from the others. 

4. Edit tags (see Figure 8). When one or more images are selected, click the Edit Tag button 
located in the upper area of the page. A form will appear with entry spots for the cues where, 
what, who, and screen. Enter at least one tag information (multiple tags can be saved for 
each type of cue by splitting keywords with a space or a comma), then click the Save Tags 
button. 
Tags can be deleted as well. If tags had already been added to the selected photos, those tags 
will appear in the tag editing form. Changes will be saved by clearing the existing tags and 
overwriting them with new ones. 

5. Search moments (see Figure 9). Click the Search tab on the navigator then enter one or more 
keywords in the box. By clicking the Search Keyword button or hitting the enter key, photos 
that include all the entered keywords will appear in the lower section of the page. In addition, 
suggestions on tags related to the entered keywords will appear in the middle section. 

6. Delete all tags (see Figure 10). Click the View tab on the navigator. A Delete Tags button is 
located above the photos shown in the gird layout. Clicking this button will erase all tags 
attached to photos. 

7. Add photos. If new photos are taken by Narrative Clip, add copies of photos to the 
designated directory and reload the View page. New photos will appear in the page and all 
previous tags will still be attached. 

 
 Next, we will explain how the system works in the background. The system consists of 4 
modules: View, Edit Tags, Search, and the Delete module. 
 
 The Viewer module first loads file names with JPEG extensions from the designated 
directory. File names will be saved for each image div element as an ID for later usage. Photos will be 
displayed under the View tab (see Figure 7-a) in a grid view, and the user can view the photos by 
scrolling the page (see Figure 7-b). When the mouse is clicked over an image, a function written in 
JavaScript will hold the selected file names in a hash with its file name as key and true as value. If the 
user clicks the image once more, the value with the file name as its key will be switched to false. By 
clicking while holding down the shift key, the user can select or unselect multiple images. Each time 
the user performs a click action, values in this hash will be updated and a red box will appear or 
disappear around the image (see Figure 7-c). With regard of the red box, jQuery is embedded in the 
Viewer module and each time the user performs a click action, it will first delete all the existing red 
boxes then show the boxes on images that have their value as true in the hash. Therefore, the selected 
images can be visually emphasized.  
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 The Edit Tags button is consistently shown in the upper part of the page (see Figure 7-a). If 
no photos are selected before clicking the button, it will alert to select one or more photos. By clicking 
this button with one or more photos selected, this module passes the file names of the selected photos 
to the Edit Tags module. 
 

    
 

7-a: Screen right after clicking the View tab  
on the navigator (Delete Tags and  

Edit Tags buttons are always shown at the top 
of the View page). 

 

 
7-b: Lower area of the View page  

(photos are shown in a grid layout). 
The users can see more photos by  

scrolling the page.

 
 

7-c: Red boxes appear around the image when selected. 
In this photo, an image on the upper right corner and  

two images on the lower row are selected. 
 

Figure 7: Visual image on what the users see under the View tab 
 
 
 The Edit Tags module, first obtains the file names of selected photos from the Viewer 
module. It then displays a form for the user to input tags (see Figure 8-a). The form has three blank 
spaces and three-option-radio-button with the questions; “with who?”, “with what?”, “where at?”, and 
“any screen?” written besides them. For the first three questions, users are free to input more than one 
tag by splitting them with a space or a comma. The user can also choose between computer, 
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smartphone, and television for the question “any screen?”. If there are tags already attached to the 
selected files they will be shown in the form from the beginning. Users must input at least one of the 
four cues, or else an alert will instruct to do so. Then, when inputs are valid, clicking the Save Tags 
button will send information to the MySQL database (see Figure 8-b). The database has three 
individual tables prepared. File names for each photo will be added to a table which holds only the 
file name of images. The entered tags and their cue (e.g. tag for who: “Kate”, tag for where: “Central 
Shopping Mall”) will be inserted into a different table. Each row within tables will have a unique ID 
assigned. An ID for a particular photo and an ID for a particular tag will be added to another table, 
which contains the links for all the photos and their tags. Every time the user edits tag information, 
MySQL will search for duplicates and each combination will be kept unique. 
 

   
  

8-a:  Screen right after selecting photos and 
clicking Edit Tags button. 

 

 
8-b: Screen after clicking Save Tags and 

saving changes in database. 
 

Figure 8: Visual image on what the users see when editing tags 
 
 
 The Search module receives the keyword from the input area under the Search tab on the 
navigator (see Figure 9-a) then searches through the database for the keyword. If the Search Keyword 
button was pressed with the box blank, it will alert the user to enter a keyword (see Figure 9-b). If the 
keyword was not found in the database, it will display a relevant message which also shows the 
entered keyword (see Figure 9-c). Other than those cases, the system will (1) search for a tag that 
matches entered keyword, (2) search for photos that have the entered keyword as a tag, (3) if there are 
multiple keywords, do the same for the next keyword and display only the photos that have all the 
previous keywords (see Figure 9-d).  
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 With regard to related keyword suggestion, the Search module will do the following: (1) 
search for a tag that matches the entered keyword; (2) search for photos that have the entered keyword 
as a tag; (3) for each photo found, list up all tags and its cues, and calculate how many times it 
appears; (4) if there are multiple keywords, do the same for the next keyword; (5) for each cue type, 
sort tags so that they are in descending order of occurrences; (6) for each cue type, display related tags 
so that the system suggests only the related tags that are not entered as keyword As a result, the 
system will automatically suggest related tags while avoiding to suggest information the user has 
already input. 
 

  
 

9-a: Screen right after clicking the Search tab 
on the navigator (search box, screen options, 
and Search Keyword button is always shown 

on the top of this page). 

 
9-b: If inputs are blank, error screen shows up 
telling the user to enter at least one keyword or 
choose from one of three options on screen tag. 

 

   
 

9-c: If the entered keyword is not tagged to any 
of the photos, an error screen shows up. It also 

repeats what keyword that was entered. 
 
 
 

 
9-d: If keyword search is successful, the 

system displays photos with entered keyword 
linked as tags. At the same time, suggestions 
on related tag shows up in the middle section 

of the page.  
 

Figure 9: Visual image on what users see when searching for tags 
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 The last module is the Delete module. When the Delete Tags button under the View tab is 
clicked, this module will delete data and reset ID column for each table (see Figure 7-a and 10). It will 
not delete the images saved in the designated directory, hence it will only reset the database. 
 

 
 

Figure 10: Visual image on what the users see after clicking the  
Delete Tags button under the View tab 
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Chapter 4 
Discussion and Future Work 
  
 In this section, we will discuss how our results conflicted with previous work and what 
might have caused the difference. We will also discuss how our system draws the line with existing 
photo management applications, and consider what our future work will be. 
 

The results of our additional survey confirmed Brewer’s statements but conflicted with 
Wagenaar’s statements, as we mentioned earlier. We assume that the difference was due to the fact 
that Wagenaar provided cues first then tested if the participant (which was himself) could recall the 
event correctly. However, in our method, the participants first thought of a particular moment, then to 
answered which cues they can relate to the event. In cases where the user does not have a specific 
moment in mind that he would like to recall, our results on strongest combination of cues that cause 
quick memory recall might be similar to his conclusion. The methods of finding valuable cues were 
different from those employed by Wagenaar. We believe that when participants are capturing their 
daily activities as lifelog, and are interested in searching for a moment from the archive, they should 
have a specific moment in mind they would like to view information on. Therefore, we confidently 
valued the combination of cues we discovered, which were several patterns of combination of where, 
what, who, and screen cues. 
 
 There are existing services that manage photo display, adding tags, and tag search such as 
flickr [10], Tumblr [26], and Instagram [15]. The difference between these systems and our system is 
that while the existing services aim to socially share photos and interact with others via sharing, our 
system aims to support memory recall of one single user. Our system assists editing tags by having a 
spot ready for the valuable cues (who, what, where and screen). And because our surveys proved that 
people rely on those cues to represent their experiences, saving information on those cues and 
suggesting tags that are tagged along the input keyword will definitely contribute to memory recall.  
  
 The limitation in our system is that it requires the users to manually select photos and enter 
tag information. If these steps could be done automatically it would relieve a lot of the user’s burden. 
Doherty et al. presented a method of combining and organizing similar images into moments [7]. Lee 
et al. developed a system which automatically, selects the most efficient cue within captured lifelog 
[17]. If combined with these technologies, our system could organize photos into moments and add 
tags on where, what, who, and screen without the need for user involvement. In our future work we 
intend to consider a similar process, eliminating this burden and contributing to further spread of 
lifelogging systems. 
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Conclusion 
  
 
 From the preliminary survey that we conducted, we highlighted the importance of providing 
the users with cues that directly evoke memory recall. Independent recalls are fulfilled by 
chronological recalls on memories, whereas lifelog-dependent recalls are elicited directly by seeing 
cues within lifelog. Therefore, designing an interface that provides the user directly with information 
that are efficient in memory recall is desired.  
  
 The additional survey revealed that where was the strongest single cue and that the 
combination of cues “what and where”, followed by “who and where”, “screen and where”, “who, 
what, and where” were also strong. Moreover, our surveys found that screen as a cue has a large 
impact in our daily lives and that it can represent many events a user has experienced.  
 
 With our theoretical explanation on which cues to focus on, we designed our system to 
efficiently evoke memory recall by linking not only photos with tags but also tags with other tags. The 
system suggests tags linked with the entered keyword, with the aim to support memory recall in cases 
where the user is not confident about entering the proper keyword and finding the exact moment in 
his mind. 
 
 Our contribution to this field is that we provided theoretical explanations on how a 
lifelogging system supports memory recall; furthermore, we pointed out which cues are effective in 
evoking memory recall, especially in our modern lives where technology is rapidly evolving. 
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