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Abstract

We present a single-handed and eyes-free Japanese text input system on touch screens of mobile
devices. Atfirst, we conducted an preliminary experiment to investigate pointing accuracy in single-
handed and eyes-free. From this result, we found that users can point with accuracy the screen which
was divided into 2< 2. Based on this result, to enable eyes-free typing with accuracy, the system
useskanaletter input based on 2-stroke input. First users perform flick operation for consonant
input, and then vowel input similarly. We conducted a user study to measure the accuracy of input,
subjective impression of the system, and recall rate of input phrases. Participants’ error rates of
input ranged from 2.4% to 14.8%, and the grand mean of error rates was 7.8%. Recall rates ranged
from 83.3% to 100%, and the grand mean of recall rates was 94.8%.
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Chapter 1

Introduction

The character input on touch screens of mobile devices is carried out using software keyboards.
Because of the following two issues resulting from a touch screen property, eyes-free input on touch
screens is difficult. First, lack of haptic feedback requires users’ visual attention [YT09]. Second,
it is difficult for users to tap keys finely because of “fat finger problem” [SRCO05], that causes false
input.

On the other hand, Karlson et al. [KB06, PKBO06] stated that the vast majority of users want
single-handed interaction with mobile devices, e.g., when a single hand is occupied. Moreover,
as Yi et al. showed [YCFZ12], there are some situations where users do want to use their mobile
devices while continuing to talk with others, whereas such overtly use of mobile devices is socially
inappropriate (e.g., for replying to emergent messages they received).

To explore the above issues, we built a single-handed and eyes-free Jakamatext input
system for touch screens on mobile devices. Specifically, our system, No-look Flick, is designed to
meet the following purposes:

Taking personal memo in a social situation
Our system allows users to take memo without interrupting’@rtalk in a meeting or a class
by enabling users to input texts under the desk because the system requires only a single hand
for text input and can be used in eyes-free. In addition, in situations where users must look
forward (e.g., at walking, or waiting at a stoplight), users can take memo with visual attention
forward.

Protection of peeping at the screen
Using our system, users can input texts with the display turned off. Thus, users can prevent
input texts being peeped by others in the environment where there are many people (e.g., on
terribly overcrowded trains in Japan). In addition, users can type with single hand even if the
other hand is occupied (e.g., hanging on a strap on trains).

These purposes involve unique challenges in designing text input system:

e Some subtle tactile feedback could be used. In contrast, the design should avoid adopting any
visual and audible feedback, since such types of feedback hinder the system from being used
in a social situation.



e Because our purposes are to realize taking personal memo in a social situation and protection
of peeping, the main goal in designing our text input system is to make users recall their
personal memo afterward, rather than to make users to input their memo fast or accurately.

In this thesis, we present a single-handed and eyes-free Japamasext input system on touch
screens of mobile devices. As the first step in designing such system, we conducted an preliminary
experiment to investigate pointing accuracy in eyes-free on touch screens of mobile devices. Based
on the result of this experiment, we designed No-look Flick. Then, we implemented this system as
an i0S application which works on iPhone 4. We conducted a user study to measure the accuracy
of recalling input text with a questionnaire about subjective impression of the system.

The findings of this research are:

e On the mobile device with touch screens used in this study, which is generally used, users can

point the screen with accuracy in eyes-free under the condition where the screen is divided
into a 2x 2 grid.

e Users can input texts in single-handed and eyes-free on touch screens of mobile devices ac-
curately enough for taking personal memao.

This thesis is organized as follows. In Chapter 2, we present the related works. In Chapter 3, we
explain the preliminary experiment for investigating pointing accuracy in eyes-free. In Chapter 4,
we introduce our text input system which is designed based upon two preliminary experiments. In
Chapter 5, we explain evaluation of our system. In Chapter 6, we discuss the result of the evaluation.
Lastly, in Chapter 7, we present the conclusions and future work.



Chapter 2

Related Work

Our No-look Flick builds on the following two areas of prior work.

2.1 Accessibility Technology

Many researchers proposed eyes-free text input system for visually-impaired. Mobile Messenger
for the Blind [SAQ7] is a messaging system on mobile devices that has 9 software keys; each key
has 3-4 letters. Users input letters by multi-tap with text-to-speech provided as feedback. No-look
Notes [BBAE10] is a text input system on mobile devices that uses multi-touch input and audio feed-
back. No-look Notes significantly outperformed VoiceOver [APP], which Apple offers for accessi-
bility of visually impaired, in terms of speed, accuracy, and user preference. BrailleTouch [FSR11]
is a text entry system with 6 software keys which represents braille with audio feedback. Similarly,
[MBB12] and [AWPL12] adopted braille techniques. For users who are familiar with braille, these
braille based system are efficient because their key layout is easy to be memorized. However, these
systems for visually impaired rely on audio feedback. In contrast, our system uses only subtle tac-
tile feedback for supporting situationally-impaired, e.g., those who want to take personal memo in
a social situation.

Some researchers proposed text input systems for situationally-impaired. PocketTouch [SHB11]
enables eyes-free multi-touch input with capacitive touchscreen on the back of a smartphone de-
tecting finger-strokes through fabric, allowing users to input without taking the device out of their
pocket. However, PocketTouch requires auxiliary hardware. In contrast, our system applies exiting
mobile devices without any additional equipment, enabling users to use our system on their own de-
vices by only installing the application. Jain et al. [JB12] proposed a bezel-based text input system
with high accuracy in double-handed and eyes-free. While this system is designed for two-handed
usage, our system is designed for single-handed usage in contrast.

2.2 Gesture-based Text Input

Our research relates gesture-based text input because gesture based input can be applied to touch
screens of mobile devices, which can detect gesture strokes. Castellucci et al. [CM08] compared
Unistroke to Graffiti; these are stylus-based text input systems. Graffiti uses free-form gestures re-



sembling the handwritten Roman alphabet, increasing user’s learnability. Unlike Graffiti, Unistrokes
[GR93] does not closely resemble to Roman alphabet. However, Unistrokes uses a simple single-
stroke gesture, showing better results of entry speed and error rate in the longitudinal study. These
stylus-based techniques can be applied to touch screens of mobile devices because they also can
be input by fingers [TM09, TM10]. Bragdon et al. [BNLH11] showed that mark-based gestures

is better than free-form gestures in terms of input speed and accuracy, and is preferred by users.
EdgeWrite [WMKO3] is a single-stroke and stylus-based text input system for motor impaired.
EdgeWrite uses physical edges, and users stroke along 4 edges and 2 diagonals to input. Most of
the strokes are resemble to Roman alphabet, increasing user’s learnability. EdgeWrite is applied to
a various devices (e.qg., joysticks, touchpads) [WMALO4]. However, no evaluation in eyes-free has
been reported in these studies. In contrast, we evaluated our system in eyes-free.



Chapter 3

Preliminary Experiment: Pointing
Accuracy in eyes-free

We conducted a preliminary experiment to investigate pointing accuracy on touch screens of mobile
devices in eyes-free to get insights into the system design.

3.1 Participants

10 participants (9 male and 1 female) ranging in age from 21 to 24 took part in the experiment as
a volunteer. Their career of using mobile devices with touch screens ranged from 0 to 84 months
(mean= 21.9,SD= 23.3).

3.2 Procedure

We located a laptop computer on a desk (Apple MacBook Pro which has 13 inches of screen size).
We asked the participant to sit down on a chair and hold a mobile device with a touch screen (Apple
iPhone 4S which has 3.5 inches of screen size) with single hand (Figure 3.1). Since all participants
were right-handed, the participants held the mobile device with their right hand. We mirrored the
screen of the mobile device to the laptop using Reflectione also asked the participant to place
the hand with the mobile device under the desk not to look at the mobile device’s screen, and to
look at the laptop’s screen.

When a participant touched any position of the mobile device’s screen, an experiment started, and
a gray rectangle (hereafter target) was shown on the mobile device (and on the laptop by mirroring).
When the participant saw the target on the laptop, he or she pointed the corresponding position on
the screen of the mobile device. Regardless of the success or failure of the pointing, next target
was shown when he or she touched the screen. A beep was played when the screen is touched to
promote the participant to perform the next trial.

We divided the screen into a2 2, 3 x 3, 4 x 4, and 5x 5 grid (screen conditions), and showed
a target in a grid (Figure 3.2) in each trial. The same targets were shown 4 times in a randomized

!Reflectionhttp://www.reflectionapp.com/



order. (e.g., when the screen condition was 2, targets were shown 4 times4 areas= 16 times.)

Each screen condition was shown in a randomized order. As a result, target was shown 216 times (4
times x (4+9+16+25) areas) per participant. A participant took about 10 minutes to complete this
experiment. For each trial, we recorded the tapped positions.

Figure 3.2: An example of a target shown on the laptop when screen condition & 3

3.3 Result and Analysis

We calculated a pointing accuracy, as the percentage that divided the number of successful pointing
by the number of the total pointing. The pointing accuracy of each screen condition is shown in
Table 3.1.



From this result, when the screen condition ig 2, one can point a grid accurately in eyes-free.
Figure 3.3 shows all the pointed positions of all participants in2screen condition. In this figure,
blue points represent the pointed positions and the centers of a gray circle represent the centroid of
pointed positions for each target.

Note that the centroid of pointed positions tend to deviate from the centers to the lower, and that
these points in the right-side targets tend to deviate from the centers to the right. Also note that
the rightmost points among blue points in the left-side targets locate near the vertical boundary and
leftmost points among blue points in the right-side targets locate far right from the vertical boundary.

Table 3.1: Pointing accuracy for each screen condition.
screen conditior] pointing accuracy

2x2 100.0%
3x3 83.1%
4 x4 57.5%
5x5 48.5%

. ‘ . Distance from
. . the center of target

>
200 o O ' @—Standard deviation

The centroid of
pointed position

Figure 3.3: Distribution of pointed positions.



Chapter 4

No-look Flick: Japanese Text Input
System in Eyes-free

Based on the insights from the preliminary experiment, we designed No-look Flick, the Japanese
text input system.

4.1 Japanese Syllabaly

In this section, first of all, we describe the method of Japanese text input. Japanese text consists of
kanaandkaniji. Kanaare phonetic characters, akahji are Chinese characters. In most of Japanese
text input systems, firstly, a user input words withna Then, the input system shows possible
candidates witlkanji corresponding to the input words wikiang the user select a candidate from
them kanakanji conversion).

In our system, users input onkanabecause they cannot chodsanji from candidates in eyes-
free. In addition, taking personal memo with phrases which consist ofkamlgis casual in daily
life, because such phrases make sense enough and vkatitjigs time-consuming (onk&aniji re-
quires 12.2 strokes on average, &amarequires 2.8 strokes on average).

Table 4.1 shows the Japanese syllabary. Mastacan be transcribed into a consonant and
a vowel (e.g., K" can be transcribed into ‘K’ and ‘u’). Some dfanaletters can be changed
to the corresponding voiced letters, p-sound letters, and small letters (hereafter special letters) by
being added a symbol (e.g., **' in voiced letters). Namely, a special letter can be transcribed into a
consonant, a vowel, and a symbol (e.¢<;can be transcribed into ‘K’ and ‘u’, and *'). Therefore,
we adopted 2-stroke input in most cases, and 3-stroke input for special letters.

4.2 Key Layout and Input Method

Figure 4.1 shows key layout of No-look Flick. We locate two consonant keys and one vowel key on
the touch screen.

A user inputs ond&analetter by 2 strokes: the first is a flick for inputting its consonant of the
kanaletter, the second is a flick for inputting its vowel. If the user inputs consonants twice or



Table 4.1: Japanese syllabary. (‘K*' can be transcribed into combination a consonant ‘K’ and a
symbol *, and can be transcribed ‘G’ in a phonetic alphabet. The same applies to the other voiced
letters, p-sound letters, and small letters.)

Consonants
\Vowels \oiced letter P-sound Small letter
AKSTNHMYRW - |KYG) S¥2) T*(D) H*(B) | H*(P) |A” Y~ T
a I hiTERL D S = 72 = X H xR
i W Ex L b & ) = C 15 [0} [0} 0
u IR BRI = W SN S R4 < 7 ®) BN 5 5 W o
e Z T E Th~D 1 52 REx T ~ ~ z
o] B x Lo b X A% Z z L = X B X
- )

more successively, the last consonant is adopted. If the user inputs a vowel before inputting any
consonant, anikanaletter is not input. When finishing the input of these 2 strokes,kamaletter

is input, and a vowel key changes to a key for a special letter. At this time, by inputting the key for
a special letter, the user can changekaealetter to its voiced letter, its p-sound letter, or its small
letter. Namely, the user inputs a voiced letter, a p-sound letter, or a small letter by 3 strokes. The
user can backspace by swiping the screen from the right edge to the left edge.

Whenever &analetter is input (i.e., after a vowel is input, aftelkkanaletter is changed to its
special letter), the user is given a tactile feedback by a vibration. Similarly, whenever backspacing
is performed, the same tactile feedback is given.

Figure 4.2 shows the state transition diagram for acceptkeanaletter. In this figure, “special
input” means input of a symbol for a voiced letter, a p-sound letter, or a small letter. Vowel input
1 means input of &analetter which cannot be changed to a voiced letter, a p-sound letter, or a
small letter. Vowel input 2 means input okanaletter which can be changed to the special letters.
Specifically, Vowel input 1 includes letters of ‘N’ row, ‘M’ row, ‘R’ row, and ‘W’ row. Vowel input
2 includes letters of ‘A’ row, ‘K’ row, ‘S’ row, ‘T’ row, ‘H’ row, and ‘Y’ row.

Figure 4.3a shows input oft;”, which is transcribed into a consonant ‘M’ and a vowel ‘0’. Itis
input by 2 strokes. Figure 4.3b shows input df* which is transcribed into a consonant 'S’ , a
vowel ‘i’, and a symbol ¥, It is input by 3 strokes.

4.3 Design Principle

To realize single-handed and eyes-free input with accuracy, we adopted the following design prin-
ciples:

2 x 2 key layout
From the result of the preliminary experiment, we found that the participants can point accu-
rately in single-handed and eyes-free when the screen conditibi i8. This implies that
the number of keys should be equal to or less than four for this size of touch screen devices.
In addition, we found that their pointed positions tend to deviate from the center to the lower.
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Consonant key [l — Vowel key
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Figure 4.1: Key layout. (These keys are not displayed on the screen on the mobile device.)

Initial state
%Vibration

Waiting "\ Vowel input
Backspace consonant input ‘

————

Vowel input 1 :} Consonant input

A
Waiting Consonant input
vowel input (Changing consonant)

Consonant input E; Vowel input 2

Waiting .
L Special input
special input

Figure 4.2: State transition diagram for acceptirigaaaletter.
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consonant

S i *

Figure 4.3: (a) an example of inputtinganaletter by 2 strokes{% ” in this case), (b) an example
of inputting akanaletter by 3 strokes { U ” in this case).

Figure 4.4: Distribution of pointed positions and boundary lines of the keys.
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Based on this result, we decided boundary lines of the keys as the black solid lines shown in
Figure 4.4. Moreover, to realize thkanaletter input system, it is necessary to be able to input

the Japanese syllabary including a voiced letters, p-sound letters, and small letters, which are
81 letters in total, while minimizing the number of the keys to realize accurate input in eyes-
free. Therefore, we adopted four-directional flick input. Using flick input, users can input 5
kinds of letters per key by tapping it or by flicking from its center to one of four direction
(left, forward, right, and downward).

Separation of consonant input and vowel input
We separated consonant keys from a vowel key. This design allows users to retype a consonant
as many times as they want before inputtingama letter. If there were not this retyping
function, users have to delete a consonant when users find that they mistyped a consonant.
However, the deletion of a vowel can be confused with the deletion of a letter, making it
difficult for users to grasp the number of letters deleted under the condition where user cannot
see what they typed. Therefore, this separation is effective in avoiding such confusion.

Near-edge interaction
We designed the gesture for backspacing to start and end at the edge of the screen, similar
to Bezel Swipe [RT09], whose starting position of operation locates the edge of the screen.
Our design is based on the fact that near-edge interaction can be operated accurately even in
eyes-free [JB12, BNLH11]. In addition, the design prevents conflict with the flick operation
for inputting akanaletter.

Tactile feedback
Whenever a letter is input or deleted, a vibration is given, letting users grasp that a letter is
input or deleted. Specifically, a tactile feedback by a vibration is given in the timing shown
in the state transition diagram of Figure 4.2. When inputting the first stroke which input only
a consonant, a vibration is not given. When inputting the second stroke, the third stroke, or
backspace, a vibration is given.

12



Chapter 5

Evaluation

We implemented a prototype of No-look Flick, and conducted a user study to measure the accuracy
of input, subjective impression of the system, and recall rate of input phrases.

5.1 Participants

12 participants (10 male and 2 female) ranging in age from 21 to 23 took part in the experiment
as volunteers. None took part in the preliminary experiment. Whereas 11 participants were right-
handed, 1 participant were left-handed. All participants usually used right hand for operation of
mobile devices. 6 participants had never used flick input before.

5.2 Experimental Design

5.2.1 Apparatus

We implemented the prototype of No-look Flick as an iOS application in Objective-C that operates
on iPhone 4 (i0S 5.1).

5.2.2 Tasks

As a trial, a participant input a short phrase with right hand with looking at the paper that illustrates
the key layout with a short phrase to input such as the one shown in Figure 5.1 (hereafter the test
paper). When a researcher presented the test paper, a participant started input. After finishing the
input, a participant said‘ Finished.” as end signal. A participant carried out this trial under the 3
posture conditions (sitting, standing, walking). One carried out the trials 8 times per posture. As a
result, each participant carried out the trials 24 times in total (8 tim8gostures).

5.2.3 Posture Conditions

Based on the scene where the use of this system is assumed, we designed the following 3 posture
conditions:

13
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Figure 5.1: The test paper that illustrates the key layout with a short phrase to input.7¢' <
L X A" means “Interaction” in Japanese. This phrase is a reminder indicating to check some papers
in the proceedings of a symposium called Interaction.)

Sitting posture (Figure 5.2a)
A participant sat down on the chair and input the phrases with holding the mobile device
under the desk. A researcher presented the test papers by putting them on the desk.

Standing posture (Figure 5.2b)
A participant stood in front of the wall and input the phrases with the hand holding the mobile
device near one’s waist. A researcher presented the test papers by putting them on the wall.

Walking posture (Figure 5.2¢)
A patrticipant input the phrases while walking behind a researcher. We designed this posture
condition by referring to [GFW12, NJ12]. A researcher presented the test papers by carrying
them with the clipboard on his back.

5.2.4 Procedure
Participants went through the following procedure:

(1) Explanation
A participant was explained the input method and the procedure of the experiment. The
participant was also explained that the posture conditions are designed by assuming the scenes
where the system is used, and was asked to input with attention to accuracy rather than speed.

(2) Practice
A participant used the prototype in the practice mode (Figure 5.3a) freely for 10 minutes. In

14
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Figure 5.2: (a) sitting posture, (b) standing posture, (c) walking posture.

the practice mode, the prototype shows input letters on the upper area of the screen, making
the participant to see whether he or she can use the prototype correctly or not. In this step, a
participant could ask the researcher questions about the way to use the prototype if any. The
participant was asked to check if he or she can ifpAt’ row, voiced letters, p-sound letters,

and small letters because they are mistakable. The participant was also asked to check if he
or she can input in eyes-free by inputting his or her name without looking at the screen.

(3) Measurement
Under the 3 posture conditions (sitting, standing, walking), a participant input phrases (24
phrases in total) with the prototype in the measurement mode (Figure 5.3b). In the measure-
ment mode, the prototype shows nothing on the screen. Presentation order of the 3 posture
conditions were counterbalanced.

(4) Questionnaire
A participant answered a questionnaire about the impression of the system.

(5) Recall
Later than 48 hours after the measurement, a participant read his or her own input phrases,
and recalled the presented phrases.

5.2.5 Short Phrases

Based on the following criteria, we prepared 24 short phrases (Appendix F.1) consisting of 6-8
characters:

e Exhaustively including the letters which users can input with this system.

e Being the short phrases which seem to be input in the scene where the use of this system is

assumed.
One example is £ 912w 2 75>9 7, which means” Buy milk. ” in Japanese. This phrase is

a reminder indicating to buy some milk for cooking. Another examplé igi¥—& L& v 7,
which means“ deadline of report. This phrase is a reminder indicating to finish a report as the
deadline draws near.

15



Figure 5.3: (a) the screen of the practice mode, (b) the screen of the measurement mode.

5.2.6 Questionnaire

It has 3 questions (Appendix E). A participant was asked to score accuracy of input in Question 1
and easiness of memorizing in Question 2 with a 5-point Likert scale (1 = strongly disagree, 5 =
strongly agree) and to write the reason of each score. In Question 3, a participant was asked to write
freely about good points, points that should be refined, and impression of the prototype.

5.3 Results

We analyzed the error rate of input, the error rate of recall, and questionnaire.

5.3.1 Results of Measurement and Recall

We calculated the error rate of input, the percentage that the total number of the letters which were
wrong (i.e., the ones which were not input, and the ones which were input unnecessarily) divided by
the total number of the letters in the presented phrases. We also calculated the error rate of recall,
the percentage that the total number of the phrases which were wrong divided by the total number
of the phrases (i.e., 24 in this experiment). Figure 5.4 shows the error rate of input and error rate of
recall per participant (A-K), and Figure 5.5 shows the error rate of input per posture condition.

We classified the errors. Figure 5.6 shows the number of errors per error type. Figure 5.7 shows
the number of errors per error type on each posture. The classification of error is shown below:

Upside consonant key error (Upside)
Wrongly input letters due to mistyping the downside consonant key instead of the upside
consonant key (e.g., mistypin§# 7 instead of “ % 7).

Downside consonant key error (Downside)
Wrongly input letters due to mistyping the upside consonant key instead of the downside
consonant key (e.g., mistyping & ” instead of “ 7= 7).

Flick error (Flick)
Wrongly input letters by wrong flick input (e.g., misypintyZ ” instead of “ < 7).

16



Lack of letter error (Lack)
Letters which were not input.

Surplus of letter error (Surplus)
Letters which were input unnecessarily.

The mean input speed of letters was 21.9 cpm (characters per minute), and ranged from 17.5 cpm
to 29.8 cpm.

18.0% 16.7%
16.0%

14.0%

12.5%  12.4%12.5%

= 12.0%
B3

© 10.0%
g 8.0%
5 &

S 6.0%

mInput
u Recall

4.0%
2.0% -

0.0%

Participants

Figure 5.4: Error rate per participant.
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8.0% 7.8%
3
R 759
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o
E
6.0% T T
Sitting Standing Walking Mean
Posture conditions

Figure 5.5: Error rate per posture condition.

5.3.2 Results of Questionnaire

Table 5.1 shows results of questionnaire. The mean score of Question 1 was 3.2, and that of Question
2 was 3.4.

Table 5.1: Results of questionnaire [people].
Evaluation
12345
Question10 4 26 0
Question21 2 17 1

17
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Figure 5.7: Number of errors per error type on each posture.
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Chapter 6

Discussion

The grand mean error rate of input was 7.8%. The lowest error rate among all participants was
2.4%. The highest error rate among 3 posture conditions was 8.3% in walking posture. This result
was consistent to [SR10], which also showed reduction of accuracy in walking.

Upside consonant key error occupied 17.0% of all errors. Downside consonant key error occu-
pied 4.4% of all errors. As shown Figure 5.6, the two errors tended to occur exclusively by each
participant. Holding position of mobile devices by each participant might influence this tendency.
The total number of these error was 34, and the total number of inputting a consonant was 2035.
Thus, error rate of inputting a consonant was 1.7%-{32035 x 100). In addition, 4 participants
commented “The small number of keys was good to type in eyes-free.” Although we evaluated only
consonant input, our key layout was effective in typing on eyes-free in terms of pointing accuracy.

Flick error had the largest number of errors among classified error types; it occupied 60.4% of
all errors. 7 participants commented “Flick direction of W row and Y row was confusing.” on
the questionnaire (Question 1). Participant A and F told that they mistook flick direction of ‘W’
row after the measurement. That might influence the increase of flick error. We think this kind of
mistake will be improved to some extent by getting used to our input method. On the other hand,
participant’s actual flick direction might be different from participant’'s imaginary flick direction
because in eyes-free he or she could not look at one’s finger movement. We would like to investigate
flick input accuracy in eyes-free since there might be some tendency of difference between flick
input under visual condition and that under non-visual condition; this might be the insight to reduce
flick errors.

Lack of letter error occupied 12.6% of all errors. Surplus of letter error occupied 5.7% of all
errors. When participants backspace, these error was increased. Although the number of these er-
rors was relatively low, some valuable comments were gathered in the questionnaire. 5 participants
commented “You should adopt a different vibration for each type of input (input a consonant, in-
put a vowel, and input backspace).”, and 4 participants commented “I was afraid | would mistype
because | couldn‘t see input letters.” To enable users to grasp one’s input, we plan to modify our
implementation to use a different pattern of the vibration for each type of input.

The grand mean error rate of recall was 5.2% (about 1.2 phrases out of 24 phrases were wrong).
5 participants recalled all phrases correctly. In contrast, participants frequently failed to recall the
phrases which had two or more wrong letters or which lacked two or more letters (e.g., mistyping
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“R79 9w —7 7 instead of “ L= U w—7 7). Lack of letters are mainly caused by backspace.
Therefore, just showing the letters which was deleted by backspace and backspace characters might
be improve the recall rate.

Note that participant D whose error rate of input was 10.7% (the third worst error rate) recalled
all phrases correctly. For example, the participant mistyped<“2 ® A%\ V" instead of “X X
D HDN (“DoYo TuNoMiNaAi” instead of “DoYoAuNoMiKaAi” in alphabet). Namely, although
there are two wrong letters, the participant could recall this phrase correctly. In addition, some
participants commented “I could guess the correct phrase from the consonant or the vowel.” when
the recall step finished. Namely, participants tend to recall phrases correctly when a consonant or a
vowel is correct even if a letter is wrong. This result suggests that our design principle “separation
of consonant input and vowel input” was successful. This result also have possibility of enabling
computers to predict the correct phrase from user’s phrase containing wrong letters. Similarly,
pointed positions and flick trajectories also helps this.

The mean input speed of letters was 21.9 cpm. These input speed are not so high relative to
prior study, although in this study we asked to input with attention to accuracy rather than speed.
In contrast, 4 participants commented “It is easy to memorize because it is similar to exiting flick
input.”, and 3 participants commented “If | get used to this key layout, | think | can type with high
speed.” in the questionnaire. We plan to conduct a longitudinal study to evaluate the input speed
and its learning effect.
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Chapter 7

Conclusions and Future Work

We have presented No-look Flick, the Japanese text input system for eyes-free typing on screens
of mobile devices to take a personal memo. We implemented this system as iOS application, and
evaluated the accuracy of input, recall rate of input phrases, and impression of the system. As a
result, in the scene where the use of the system is assumed, enough accuracy of input and recall
rate of input phrases were provided. Although our approach leverages a Japanese property, whose
kanaletter has a vowel and a consonant, our design principle for eyes-free text input is applicable
for other languages.

On the other hand, we found the issue that it is hard for users to grasp a letter inputting and
becomes afraid whether they can input accurately. In future work, we first improve the system as
discussed in the previous section, then implement the system for left-handed users. We also plan to
conduct a longitudinal study to evaluate the input speed and its learning effect.
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Appendix B

Consent Form and Questionnaire in the
Preliminary Experiment
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Results of Questionnaire

Kind of mobile device§Handedness in using Career of using

Participant| Age| Sex| Handedness for daily use mobile devices | mobile devices (month)
A 21 M R docomo Xperia R 36

B 24 |M |R au 1S06 R 84

C 23 |M |R none none 0

D 22 |M |R Xperia Arc R 18

E 23 |[M |R iPhone 4S R 27

F 23 |M |R Xperia NX R 6

G 22 M |R Galaxy S3, ipod touch R, Both 12

H 23 M |R iPhone 4 R, L, Both 21

I 23 |M |R Arrows X R 1

J 24 |F |R iPhone 4S R, L, Both 14
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Appendix C

Detailed results of the Preliminary
Experiment
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Appendix D

Procedure of the Evaluation
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Appendix E

Consent Form and Questionnaire in the
Evaluation
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Results of Questionnaire

Kind of smartphonegHandedness in usifjg Career of using Career of using Text input method on Easiness o
Participant Age| Sex Handedness  for daily use mobile devices |smartphones (monthflick input (month) mobile devices for daily ugeé\ccuracy of inputmemorizing Error rate (%) Recall rate (%)
A 21 |[M |L iPhone 4 R 25 25 Flick, QWERTY 2 4 8.9 100
B 22 M |R Galaxy S2 R 12 0 QWERTY 2 2 5.9 100
C 21 (M |R none R 0 0 Toggle 4 1 7.7 83.3
D 21 |[F |R none R 0 0 Toggle 4 3 10.7 100
E 23 M |R DIGNO Both 24 0 QWERTY 2 2 6.5 87.5
F 23 M |R iPhone 4S R, Both 12 12 Flick, QWERTY 4 4 12.4 87.5
G 22 |M |R 1S05 R 18 18 Flick 4 4 4.7 100
H 21 |M |R iPhone 4S R 12 12 Flick 3 4 6.5 95.8
| 22 M |R iPhone 4S R 1 1 Flick 4 4 14.8 91.7
J 22 M |R none R 0 0 Toggle 2 4 2.4 95.8
K 22 |M |R iPhone 4 Both 27 12 Flick, QWERTY 3 4 4.7 100
L 22 |F |R none R 0 0 Toggle 4 5 8.9 95.8
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Appendix F

Short Phrases Typed in the Evaluation

Table F.1: 24 short phrases typed in the evaluation.

ID | Phrase | Phrase in alphabet [Number of charactefdNumber of strokes
1[Xw o129 909 | Ki*YuU"AuNiYu AuKaAu 8 19
2 HLIEZNPNE AaSiTaKaAiKi* 6 13
3 | NF—LL®HEY | ReHO*WeToSiMeKiRi 8 17
4| HMHNELD x9H KaAiKi*SiRiYo™Au 7 16
5/LYxro20nwAEo| SiRiYoO"AuAiWuSaTu 8 17
6| TWVWEIEWN SuAiTo*AuTa*Ai 6 14
7| ZZ&wHZ 9 Ko*Ko*KiYu™KoAu 7 17
8| HLIITXNT A AaSiTaHaYaSuMi 7 14
9 | N TE~A X < |Hi*Te*rAoHeWuKiYa™Ku 8 19
100 AASsA L RoWuHu*WuYoMu 6 13
11| Y X5 ok To*YoAuNoMiKaAi 7 15
12| A Lwo7eL ReWuSiYu™NaSi 7 15
13| HX->TCLHEDY AaSaTu TeSiMeKiRIi 8 17
14| WA 72 5< L x A| AiWuTaRaKuSiYo™Wu 8 17
15|20\ E ) FWV AT | KaAiKi*RiMaAiWuTa* 8 18
16| SIETAIICAT SaHo*TeWuNiMiSU* 7 16
17| T LCw—5% SuKeSi*Yu"WeRu 6 14
18| HA =< HDIET | SeWuTaKuMoNoHoSu 8 16
19 AL &L RoKuKa*YoYaKu 6 13
200 o tkiFk B He*Tu ToHo*ToRu 6 15
21| Ak ) —F HTe| KaWuToRiWeMaAaMu 8 16
22| REWLw—7 YaSaAiSi*Yu"™WeSu 7 16
23| HDHIHIFIND AaRuMiHoAIRu 6 12
24| TOHOARIN Ko*MeWuNaSaAi 6 13
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Appendix G

Detailed results of the Evaluation

Table G.1: Result of participant A.
ID \ Presented phras¢Transcribed phras#eNumber of errors

13| HZ o TLHEY |[HXoTLOHED 0
23| HDHIAIFND oD INEND 0
8| HLIITRNT A | HLLIFXLTH 1
15| NWE D FVAE [N E Y FNATE 0
20| —E bt | DALY —F DT 0
3NF—LLOEY (UF—LLDHED 0
7| ZZ%wHZH | TTEWHI D 0
11| £ X9 oHHn E XD DI 0
2| LN E HLIEMNE 0
1 &P [ EDI%}IND 1
17\ T LCw—2% TITFLw—5 0
5|LYEXO2VAEIDILY xHo0nbbo 2
22 RENVWLw—TF | RSV LW —TF 0
9 | TENAETRL [ BTE~DE RS 1
10, AASA LT A& Xte 2
12| A lw o7l | bLw 572 L 1
19| AL LKL A Lxe< 1
6| TWNEIEW TUVNNE S TEWn 0
14| WATEBL LA Wbeb Lidb 2
18| FAZLS bDIFT [ Eb7=L< bbIFT 2
24| THAREN TR 1
4| PNELYD XY | PVELDY &) 0
200 o tliFr 3 o ligt s 0
16| ZIEFTAICHT JEThizAT 1

43



Table G.2: Result of participant B.

ID \ Presented phras?Transcribed phra#eNumber of errors

24
12
19
15
13
7
18
4
23

3
6
2
8
10
9
5
1

21
14
20
11
22
16
17

TRV
ALy o7l
AL N EReL
MNED VAT
HEoTLHED
N N I
BFATLLS bDIET
MNELY &9
HDHIHEIND
nNE—ELHED
FTNEHEWN
HLIZPNE
H LTI TH
Al Xt
PN TE~AET L
LY EHNVAEID
P I IND
Mt —Fbie
WAL LA
Roligt s
E X oI pn
LIV LCw—1
SETAIZAT
TITFLw—5

T TR
ALY O
5 NEeL
MNED FVATE
HE->TLEEXH
TZEWwHIH
SATSbDIET
MNELD x9
HDHIHIEND
HIF—72LH&E D
FTINEH W
HLIZHPNE
HLIZITRTH
Al ke
RTRITAZT L
LY EHVWAED
TP IIZw IND
Mt —Fbte
WAL LA
Roligt s
E X9 DI
LIV LCw—1
SUETAICET
T Lw—5

0

ONOOOO0OO0OO0OO0OFrRPROO0OO0OO0OWOOFrONORKrO
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Table G.3: Result of participant C.

ID \ Presented phras?Transcribed phra#eNumber of errors

13
14
16
8
24
18
5
2
17
20
23
11

19
15

22
21

12
10

HESTLHXY
WAL LA
JIETCAIILHT
B LTIITReT A
T TRV
FATZLS HDIET
LY EZo90VWAED
HLEPNE
TIFCw—25
o LiFL B
oD IHIFEND
X5 oI
MNELDY £ 9
AL EeL
MNE Y FVAT
TUVNE SN
NFEF—LLHEY
LENW T w—T
Mk —Fbir
T I IMND
PN TE~AE L
ALY O L
Al Xt
TZTEWHITH

HE-TLDHEY
WATEBL LA
S TAIZHT
B LTZIER0T A
THOATREW
HATLS HDIET
LY EHWVWAED
HLIZPNE
JLTR5
Rokl?
B DHIHIEND
X o oI
MNELY &9
AHBH LX<
MNE D FVWAT
FUVNE S TEW
B—EL®HEY
LW LCw—1
ML) —F e
T I IND
[O NS STaV.VE- I RY
AL 23z
Ahd i I
TE9I9

0
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Table G.4: Result of participant D.

ID \ Presented phras?Transcribed phra#eNumber of errors

8
15
21
17

3
24

9

6
10
22
12
14
20

16

18
13

19
11
23

HLTIZIERT &
MNED VAT
ML —Fbir
TIFLww—2
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THOATR I
N TEB~AE L
FTNEHEWN
A LT
LIV LCw—17
NALw o7l
WATZ-BL LA
Roligt s
HLENNE
SUETAICAHT
TZEWI I
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HE-S>TLHEY
MNELY &9
T I IDND
LY Xo9OWVWAESD
AL LKL
E X9 DI
BHHRFND

HLTZIERT &
MNE D FVWAT
Mt —Fbite
FTLLWw—5
nEnELoHy
THOATRE
RTEB~AZ L
BRI N
FASAL KT
RINRCY— 1P
ARG 9O
WAL LA
o LiEAD
HOHLNPNE
SEN AN AT
TTE$HITH
ATz bDET
HEIHoTLDHLEDY
MNERLY &9
T I IND
LY Eo20nAs?
AL ERL
E X9 DB
X5 HIEND

0
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Table G.5: Result of participant E.

ID \ Presented phras¢ Transcribed phraséNumber of errors

1
4
7
12
11
16
23
6
14
19
21

17
10
13
15
22
24
18

20

X I I NI
MNELY &)
TZEWI T
ALy o7l
E X9 DRI
SIETCAILHT
BHHFFND
FUNE DT
WAL LA
AL Ll
ML) —F b
DN TE~AET L
TITFLw—5
A ETe
HEH->TLHED
MNEY FVAT
REVWLw—1
TOATRE N
FATELSHDIFT
LY EH50VWAED
RotiFe s
HLTIER0T 2
B LIz E
E—LLHED

X I IMND
MNELY &9
TZTE9HITH
NALw o7l
E X o DB
SUETAICAHT
B HHRFEND
TWVEHI DN
WATEHL LA
AL N kL
MNA LD —F i
N TEB~AZX L
PORLDE D
Al I
HEH->TLHED
MNELRE NPT
RLEVWLw—1
T AT EN
HATLS HDIET
LY EHWVWAED
RotiFt 3
HLIZITRTH
HLIZPNE
E—L L&D

0

OO 00000 O0OWORrRPROOOOORrROOOOOoOOo
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Table G.6: Result of participant F.

ID \ Presented phras?Transcribed phra#eNumber of errors

16
1
11
20
6
15
4
9
24
2
21
7
5
10
12
23
18
19
17
14
13
22

SIETAICAT
T IHIZwIDND
X oI
Robigt s
FTNEHEN
MNE D FNAT
MNELY &)
W TEB~AE 2L
THATE I
HLIZPNE
Mty —Fbhite
TZEWIIT D
LY EXHoOVWAED
Al Xt
ALY Ol
B DHHREND
FAZLS HDIET
AL LXK
TIFLww—2
WAL LA
HEXHo>TLHED
LIV LCw—1
HLTIZIERT A
E—L L&D

SIBhblzkhp
<MW I N9
B NP AG NI
RoliFe s
ERARNEA
MmHED Fnb7E
PWELY X9
W ThE~bE <
ZHb I
HLIZPNEX
mhEh—Fbte
&9 IHITH
LY xronbso
AbsSb Xie
nblLw o7l
HDHIHEIND
T bDIFT
<MEeL
TIFLw—5
WATE B LA
HEoTLDHEY
LN LCww—u
HLTIZIERT &
nNEF—ELLHxD

4
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Table G.7: Result of participant G.

ID \ Presented phras?Transcribed phra#eNumber of errors

14
22
24
6
19
12
7
17
15
5
11
4
13
20
10
23
18

WATZBL LA
LIV LCw—17
TR
FTNEHEWN
AL LKL
NALlw o7l
TZEWI I
TIFLww—2
MNE D FNAT
LY X9 WVWAESD
E X o DB
MNELD £
HX-oTLHEY
Roligt s
Al I T
B DHHREND
FAZLS HDIET
T I IND
HLIZIERT A
Mt —Fbte
W TEB~AE 2L
nNFEF—ELLHED
HLIZPNE
SIETAICHT

Whi726< LA
RLINBw—17
T TR
FTNE S
AL EReL
NALlw o7l
TTE$HITH
TIFLwibd
MNED VAT
LY Xo)VWAED
E X o DI
MELY &9
HEXoThHHEY
RotiFt s
Al LT
B D HEND
HATLS HDIET
TP I IDND
B LTZIERT A
Nk —F-tr
W TEB~AE 2L
nNE—EbHxy
HLIZPNE
SIECAERLT

1
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Table G.8: Result of participant H.

ID \ Presented phras?Transcribed phra#eNumber of errors

.
24
8
14
5
16
18
22
4
10
21
15
3
17
19
2
11
9
6
12
20
23

13

TZEWwI I
T AT I
HLTIZIERT &
WAT-BL LA
LY EHNVAED
SETAIZAT
AT DT
LIV L w—17
MNELDY £ 9
AS N LT
ML) —F i
MNE D FVAT
E—L L&D
TIFCw—25
HLINEReL
HLENNE
EX O DEpN
DN TEB~NAZ L
FUNE DT
NALw o7l
RotiFe s
BHRFND
X I IMD
HE->TLHED

TZE9OHITH
THATEEN
HLTIERT &
iz L
LY EHVWAED
SIETHT
AT DT
KT
MNELA LD
AS N LT
MNA LD —F i
RNE Y FNATE
EF—L L&D
FTIFL—%
HLINEeL
HLENNE
E X5 DHEN
N TEB~NAZ L
FUNE S TEWN
NALw o7l
RotiFt 3
72T D
X I IMND
HEoTLHEDY

0
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Table G.9: Result of participant I.

ID \ Presented phras?Transcribed phra#eNumber of errors

12
2
10
19
13
3
11
21
24
14
6
8
16
20

22

18

15

23
17

ALY 7L
HLIEZPNE
Al Xt
AL LKL
HEoTLHED
nNE—&LLHEy
X oI
M e —Fbte
THATE I
WATEBL LA
FTNEHEWN
HLTIZIERT &
SIETAICHT
Roligt s
MNELY &9
N TEB~NAZ L
LEIN L —7
BFATLLS bDIET
TZEWw O I)
LY EHWVWAED
MNE D FNAT
T I IND
B HHFFND
TITFLw—5

WAL DR
HLIZRNE
AhosSh Xt
AR L9
HEoTLDHEY
NEAZLHZED
ELDODHIRN
it —F bt
TR
WATE B LA
TV EEN
HLIZIERT 2
SIETAICAHT
RotiFt s
MNELY &9
PNTE~ANRL
B —Wp
T LDIFT
TTXwponH
LY WAoo
MNEDDHBAT
TP I I N9
Y S ELRYS)
TITFHBw—5

1
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Table G.10: Result of participant J.

ID \ Presented phras?Transcribed phra#eNumber of errors

10
12
3
5
18
15
17
19

14

20

23
13
16
11
24
22

21

AS NI LT
ALy o7l
nNE—&LLHED
LY EXHoOWVAED
TS bDIET
MNE D FNAT
TIFLw—5
AL LKL
T I IDND
WATEBL LA
FTNEHEWN
RotiFe s
MNELY &)
HLENNE
BHRFND
HEoTLHED
SIETAICAT
X o oI
THOATRI
LIV LCw—1
TZEFWw O IH
NTEB~AE 2L
Mt —Fbie
H LI TH

A& LT
ALY 2L
nNE—L Loy
LY EHo>WVWAED
FATLS bDIET
MNE D FVAT
T Lw—5

AL N kL
T TR H DD
WATE B LA
TULDE ST
o LIFIFE B
MNELY &9

HLENNE

oD IINEND
HEoTLDHEY

SUETAICAHT
EXHrDBHL N

THATRI W
LIV LCw—1
TZE9HITH
DPTE~NAET L
Mt —Fbite
H LT TH

0

OO 000 O0OFrRPRO0O0O0O0OO0OPFrPO0OOPFPOOO0OO0OO0OO
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Table G.11: Result of participant K.

ID \ Presented phras¢ Transcribed phraséNumber of errors

16
6
11
20
8
13
24
4
3
12
9
5
7
17
18
19
10
22
21

15

14
23

SIETAICHT
FTUNESTEWN
E XD DI
Robigt s
HLTITRT 2
HEX-oTLHED
TOATRE N
MNELY &9
nNFEF—ELLHxED
AL 7L
N TEB~AE 2L
LY EXoniED
TZEWI I
T Lw—25
AL HDIET
AL LKL
A5 Xt
RLENLw—1
M & —Fbie
HLIEHNE
MNED FNAT
T I IDND
WATEBL LA
BHHHFFIND

JIETCTAIZAT
FTUNE S EW
E X DI
RoliFe s
HLTIERT A
HEoTLHEY
STHOAREN
MNELD x9
nNE—&LLHxY
ALY I 7L
WTEB~AE 2L
LY XHOWVWAESD
TZEWHITH
T Cw—2
BRI HDHIET
AL E R XL
Al Xt
RLENLCww—1
Mt —Fbte
HLENNE
MNED FNATE
T I N D
WATE B LA
B LIS

1
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Table G.12: Result of participant L.

ID \ Presented phras?Transcribed phra#eNumber of errors

.
21
15
24
3
12
22
23
4
17
16
6
11
5
9
10
8
14
13
20

18
19

TZEWwI I
Mty —F bt
MNEY FVAT
THATR I
nEF—L L&y
NALlw o7l
RLENLCw—1
oD IHIEND
MNELY &)
TIFLww—2
SIETCAICHT
FUNE )W
E X o DI
LY EH9NVAEID
PN TE~AET L
A& It
B LIZIERT &
WATEBL LA
HEHoTLHED
Roligt s
HLIZPNE
T I IND
FATZLS bDIET
HLINEReL

Nl N Bl
Nk b—FhFE
MUMT Y FVATE
TSI
HIF—L Liex b
NAZED D72
RLINCwwAT
oD INEND
MNELY &9
TIFLw—5
7IECAICHT
THES W
E X o DI
LY Eo20WAED
W TE~AERL
Al LT
B LTZIERT A
WAL LEA
7EoTLHED
Roligt s
HLIZPNE
TP I I N9
TS bDIET
AL KL

1
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